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Bifurcations in a System of Interacting Fronts
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We show that the bifurcation scenario in a high-dimensional system with inter-
acting moving fronts can be related to the universal U-sequence which is known
from the symbolic analysis of iterated one-dimensional maps. This connection
is corroborated for a model of a semiconductor superlattice, which describes
the complex dynamics of electron accumulation and depletion fronts. By a suit-
able Poincaré section we reduce the dynamics to a low-dimensional iterated
map, for which in the most elementary case the bifurcation points can be deter-
mined analytically.
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1. INTRODUCTION

Moving fronts are the source of complex self-organized patterns in a
broad range of nonlinear systems.(1) Starting from classical water waves,
fronts appear in many different forms in physics, such as the phase tran-
sition fronts in crystal growth(2) or as interstellar conduction fronts(3)

in astronomy. Prominent examples for front dynamics in chemical sys-
tems are the famous Belousov–Zhabotinskii reaction(4,5) or combustion
waves.(6) Furthermore fronts are often a key element in the self-organiza-
tion processes in biological systems, for example the excitation wave in car-
diac tissue(7) or during morphogenesis.(8) It is therefore an important task
of nonlinear science to identify the basic features which are responsible
for the similarities and differences observed in a variety of front systems
and to provide a unified theory of front dynamics, which may explain the
observed patterns irrespective of the particular system at hand.
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Since the 1960s many aspects of single isolated fronts have been stud-
ied in the physical and mathematical literature. Thus a detailed under-
standing of the generation, the shape, and the propagation of single fronts
in an infinite medium was obtained in the context of simplified mathemat-
ical models in one or two-dimensions.(9,10) In particular, the importance
of the non-equilibrium aspects was realized, and important notions like
the distinction between bistable, excitable and oscillatory media were intro-
duced.

In real world systems, however, multiple fronts often coexist, and
the interaction between fronts may lead to sophisticated self-organized
patterns, such as the ones shown in Fig. 1. To understand the relevant
mechanisms, it would be desirable to again obtain a simple mathematical
picture, which is capable of identifying the key elements that lead to a par-
ticular pattern, but so far no unifying theory exists. Considerable effort in
this direction has been made concerning the problem of turbulence in fluid
systems, which is often quoted to be the “last great unsolved problem of
classical physics”.(11) In spite of major advances, a unified theory for tur-
bulence is still not available and it is also not clear, how the results in this
area could be carried over to more general front systems.

Semiconductor devices have a long tradition as practically relevant
nonlinear model systems.(12–19) Fueled by their enormous technological
relevance and economic success, semiconductor materials have become one
of the best studied objects in solid state physics. The manufacturing tech-
nology for building small well-defined semiconductor structures of high
purity has steadily improved during the last decades, and structures in the
sub-micron range are commercially available today.

In a semiclassical description, the dynamically relevant quantities in
semiconductor devices are typically the densities of the free electrons or
holes, the electric field or the local temperature. Often the microscopic
charge transport equations in such devices are nonlinear(14,19) and may
give rise to a local regime of negative differential conductivity (NDC) in
the local current density vs electric field characteristic. An N-shaped cur-
rent density vs electric field characteristic typically leads to charge accumu-
lation and depletion fronts forming electric field domains in the direction
parallel to the current. Moving charge fronts connected with traveling
high-field domains appear for instance in the Gunn diode,(12) or in low-
temperature impurity breakdown in p-Ge, for which simple front models
have been derived.(21,20)

As a specific illustration, in the following we will consider semicon-
ductor superlattices, which consist of alternating layers of two types of
materials with different band gaps, resulting in modulated energies in the
form of barriers and quantum wells. Typically AlAs is used as the bar-
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Fig. 1. Space–time plots of the dynamic evolution of the charge density for various voltages
(0.50 V–2.4 V) in a semiconductor superlattice as described in Section 2. Regions of electron
accumulation and depletion are denoted by white and black, respectively. In each panel the
emitter (collector) is located at the lower (upper) edge. Simulations with parameters given in
the text, and contact conductivity σ =0.5�−1m−1.

rier material and GaAs or AlxGa1−xAs is used as the well material. The
microscopic equations and the basic front dynamics in such systems are
discussed in refs. 22 and 23. From the technological aspect, superlattices
may serve as a source for Gigahertz electronic oscillations.(24–26) Recently,
the successful operation of a so called “quantum cascade laser”,(27,28)

which is a specifically modified superlattice, has sparked further interest in
this type of structures. Superlattices have also been shown to be prominent
examples of non-KAM behavior in quantum chaos.(29)

It is the purpose of the present work to gain a better understand-
ing of interacting fronts, by using the semiconductor superlattice as a



1072 Amann and Schöll

particularly simple, but nevertheless technologically relevant model system.
Our main focus is on general results which also apply to a variety of other
front system in physics, chemistry, and biology. The main achievement of
the present work is to establish the connection between the dynamics in an
interacting front system and the bifurcations of a low-dimensional iterated
map. It will be shown that in the case of a superlattice, a simple mathe-
matical description in the framework of a tank model, which is commonly
used for the description of production processes,(30) can indeed satisfac-
torily predict the basic bifurcation scenarios. Universal features are estab-
lished in terms of symbolic dynamics and iterated one-dimensional maps.
The methods which work successfully in this case could be generalized to
suit other systems as well.

This work is organized as follows. In Section 2 we study the generation
and motion of single fronts. It turns out that two complementary types of
fronts, namely the electron accumulation front, and the electron depletion
front exist. We examine the velocity of single fronts as a function of the
applied external current, and study the motion of multiple fronts, which is
governed by the global constraint of the externally applied voltage. Particu-
lar consideration is given to the influence of the contact boundary conditions
on the generation and annihilation processes of fronts.

In Section 3 we systematically study the dynamical behavior of the
microscopic superlattice model at different voltages and boundary condi-
tions numerically. Combining the results from Section 2 we derive a sim-
plified front model, and corroborate its validity by comparing the resulting
bifurcation scenarios with our previously obtained numerical data, in par-
ticular the scenarios leading to chaos under a fixed external voltage. Under
the additional assumption that fronts do not traverse the whole system, we
finally obtain in Section 4 a tank model, which explains the basic bifurca-
tions by a set of filling rules for a system of water tanks. In the most sim-
ple nontrivial case this system further reduces to a one-dimensional map,
which can be analyzed analytically in terms of the universal U-sequence
for unimodal one-dimensional maps.

2. FRONT DYNAMICS IN ONE SPATIAL DIMENSION

In a weakly coupled semiconductor superlattice with a large num-
ber of quantum wells, charge accumulation and depletion fronts typically
occur, and play a major role in the dynamical behavior of the system.
Such fronts are either stationary or move with positive or negative veloci-
ties. Particularly interesting scenarios may arise if fronts of opposite polar-
ity collide and annihilate (see Fig. 1). In this section we will discuss the
basic dynamics of fronts in detail.
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Our analysis starts from a well known microscopic sequential tunnel-
ing model which is explained in detail in ref. 22, and also reviewed in ref.
23. The dynamical variables of this model are the two-dimensional elec-
tron densities nm of each well m of the superlattice, which evolve accord-
ing to the continuity equation,

eṅm = jm−1→m − jm→m+1 for m=1, . . . ,N. (1)

Here e < 0 is the charge of the electron, N is the number of wells in the
superlattice, and jm→m+1 = jm→m+1(Fm,nm,nm+1) is the current density
from well m to well m+1, which depends on the electric field Fm between
these two wells, and the respective electron densities nm and nm+1. The
electric fields Fm are connected to the electron densities nm by a discrete
version of Gauss’s law:

εrε0(Fm −Fm−1) = e(nm −ND) for m=1, . . . ,N. (2)

The external applied voltage imposes a global constraint:

U = −
N∑

m=0

Fmd. (3)

Here εr and ε0 are the relative and absolute permittivities, d is the period
of the superlattice, and ND is the two-dimensional doping density. The
explicit form of the nonlinear function jm→m+1(Fm,nm,nm+1) is derived
from microscopic considerations.(22) In the case nm = nm+1 = ND the cur-
rent density vs electric field characteristic is shown in Fig. 2. For the cur-
rent densities at the contacts we use the following simple Ohmic boundary
current densities:(31)

j0→1 = σF0, (4)

jN→N+1 = σFN

nN

ND

. (5)

where σ is the Ohmic conductivity, and the factor nN/ND is introduced in
order to avoid negative electron densities at the collector.

In the following we will assume a superlattice consisting of N =
100 periods with w = 8.0 nm wide GaAs wells and b = 5.0 nm wide
Al0.3Ga0.7As barriers at T =20K and a doping density of ND =1011 cm−2.
Two examples for the evolution of the electron densities, electric fields and
currents are shown in Fig. 3.
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Fig. 2. Homogeneous well-to-well current density vs. field characteristic. F l and Fh denote
the low and high-field region on the first and third branch of the characteristic, respec-
tively. The transition from the first branch to the second branch occurs at (F l

max, j
l
max) =

(−0.36 MV/m, −17.6 A/mm2) and the transition from the second to the third branch at
(F h

min, jh
min)= (−3.95 MV/m,−1.10 A/mm2). Only the second branch exhibits negative differ-

ential conductivity.

2.1. Dynamics of a Single Front

The dynamics of single fronts in discrete systems have been exten-
sively studied in various contexts,(32–35) including the specific case of
semiconductor superlattices.(22,36–39) Although the general theory of front
propagation in discrete systems tends to become rather complicated,(35)

we will show that the basic properties of fronts in semiconductor super-
lattices can be understood easily by considering the “operating points”
on the current density vs. electric field characteristic across each bar-
rier.

Let us first consider the case of a single charge accumulation front,
which is located far away from the contacts. This front is characterized
by a number of consecutive quantum wells with indices ml, . . . ,mr , where
the electron densities are noticeably larger than the doping density ND,
whereas outside of the front the electron densities are approximately equal
to ND, i.e.

nm > ND +5% for m∈ [ml,mr ], (6)

nm = ND ±5% else . (7)
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Fig. 3. Examples for the evolution of the electron densities (top panels), electric fields (mid-
dle panels) and current densities (bottom panels) of the superlattice for an external voltage
U = 2 V and contact conductivity σ = 0.5�−1m−1 (a) and σ = 1.3�−1m−1 (b). In the top
panels the electron accumulation and depletion layers are shaded in white and black, respec-
tively. The black areas in the middle panels show the high field domains. The current den-
sity in the lower panels is plotted in gray, while the black lines show a running average of the
current over an interval of 0.5 ns.

Here a heuristic 5% accuracy cutoff is introduced since even far away from
the front the electron density is never exactly equal to the doping density.
An analogous definition for ml and mr applies in the case of a charge
depletion front.
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Instead of fixing the voltage drop U at the device by (3), it turns out
to be advantageous to study the front motion at a fixed current density(19)

j = 1
N +1

N∑

m=0

jm→m+1 (8)

instead (here we neglected any contributions from the displacement cur-
rent (internal capacitance), since we are interested in the current inside the
sample). Practically this is achieved by introducing a large external series
resistor R, and setting

−U =−U0 −RAj, (9)

where A is the sample cross section, and U0 is the fixed overall voltage.
For a sufficiently large R we have |U |�|RAj |. The current density is then
approximately fixed by

−j = U0

RA
− U

RA
≈ U0

RA
. (10)

Note that U itself is not assumed to be fixed. However, a change in U due
to the internal degrees of freedom of the superlattice will only have a tiny
effect on j , according to (10).

A typical profile for the electron density and the electric field of
an electron accumulation front under fixed current density conditions is
shown in Fig. 4. In this case the front width is about six wells.

Far away from the front, the well-to-well current densities obey the
homogeneous current density vs. field characteristic as in Fig. 2. Further-
more the electric field must be located on one of the branches with posi-
tive differential conductivity, since otherwise the configuration would not
be stable against small charge fluctuations. For a fixed current density,
this determines the low and high fields F l(j) and Fh(j), respectively (see
Fig 2). The field obeys Gauss’s law (2) and therefore increases3 from F l ≈
0 to a large negative value Fh with increasing well number m. The total

3Due to the negative sign of the electron, the electric fields and current densities are negative
for our choice of the coordinate system. It is nevertheless customary to call Fh the high field
and F l the low field, although formally 0>F l >Fh. Consequently, terms like increasing and
decreasing are used in reversed logic in connection with fields and current densities.
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Fig. 4. Electron density (full line) and electric field (dotted) profile for a stationary charge
accumulation front at constant current density j =−6.0 A/mm2.

charge Qa <0 per unit area in the accumulation front is then simply given
by

Qa(j)=
mr∑

m=ml

e(nm −ND)= εrε0(F
h(j)−F l(j)). (11)

Here we assume that the current is fixed to the same value at both sides
of the front, which is only possible if the current density is chosen in the
interval where the multistability in the field occurs (cf. Fig. 2). Otherwise
Qa would be time-dependent, and the front would be unstable.

In the case of an electron depletion front, the electron density and
field profiles are shown in Fig. 5. The electric field shows a drop from
Fh(j) to F l(j) with increasing well index m. By comparing with (11) it is
obvious that the total charge of the depletion front is Qd =−Qa . We fur-
thermore note that the charge profile of the depletion front is flatter and
broader than for the accumulation front. The reason for this difference is
that the electron density nm is required to be positive. Therefore, the con-
tribution of one well to the total charge Qd can not exceed −eND. Such
a restriction does not apply for charge accumulation fronts, since there is
no upper limit on nm. In fact we see from Fig. 4 that for this choice of
parameters, the majority of the charge in an accumulation front is located
within one single well.
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Fig. 5. Electron density (full line) and electric field (dotted) profile for a charge depletion
front moving with positive velocity at a constant current density j =−2.0 A/mm2.

2.1.1. The Current–Velocity Characteristic

In order to study the motion of charge fronts it is useful to define the
position pa/d of the electron accumulation or depletion front by its center
of charge,

pa/d =
mr∑

m=ml

md
e(nm −ND)

Qa/d

. (12)

Note that pa/d is a real number, although the underlying superlattice is
discrete. The velocity va/d of an accumulation or depletion front can then
be obtained by differentiating (12) with respect to time and using the con-
tinuity equation (1)

va/d = ṗa/d =
mr∑

m=ml

md
jm−1→m − jm→m+1

Qa/d

(13)

= d

Qa/d



mljml−1→ml
+

mr−1∑

m=ml

jm→m+1 −mrjmr→mr+1



 (14)

≈ d

Qa/d

mr−1∑

m=ml

(
jm→m+1 − j

)
, (15)



System of Interacting Fronts 1079

where in the last step we have used that jml−1→ml
≈ jmr→mr+1 ≈ j , which

is fulfilled to a high degree of accuracy for all current densities outside the
front as defined by (6).

Further insight into the term jm→m+1 − j appearing in (15) can be
gained by differentiating Gauss’s law (2) with respect to t and using the
continuity equation (1). This yields

εrε0Ḟm + jm→m+1 = εrε0Ḟm−1 + jm−1→m for m=1, . . . ,N, (16)

which by induction over m gives

const= εrε0Ḟm + jm→m+1 for m=0, . . . ,N, (17)

where the left-hand side of (17) does not depend on m. For m /∈ [ml,mr ]
we have Ḟm =0 and jm→m+1 = j , which yields const= j , and therefore

εrε0
dFm

dt
= j − jm→m+1 for m=0, . . . ,N. (18)

Using (18) together with (2) and (3) leads to an alternative set of dynami-
cal model equations in terms of electric fields, instead of electron densities,
which is well studied in the literature.(40,41)

Substituting (18) into (15) and using the fact that Ḟm = 0 for m /∈
[ml,mr ] we obtain

va/d =− d

Qa/d

N∑

m=0

εrε0
dFm

dt
. (19)

Using (3) and (11) finally yields the simple relation

va/d =± 1
Fh(j)−F l(j)

dU

dt
. (20)

We may use (20) to obtain the front velocities as a function of j

numerically. For this purpose, we approximately fix the current density j

using a large load resistor (RA=109� m2) according to (10). We then
calculate the slope of the sample voltage U(t) by numerical regression. The
corresponding results are shown in Fig. 6. For the depletion front (solid line
in Fig. 6) we obtain an always positive velocity which is approximately
proportional to the current density. For small current densities however the
depletion front becomes unstable (dotted line) which is due to the fact
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0 -5 -10 -15

current density [A/mm2]

60

40

20

0

-20

-40

ve
lo

ci
ty

 [
w

el
ls

/n
s]

j
s

max
j
s

min

j d / (eND)
depletion front
accumulation front
unstable fronts

Fig. 6. Front velocity vs. current density for electron accumulation and depletion fronts of
superlattice B. The dotted lines denote unstable fronts. j s

min and j s
max denote the minimum

and maximum current for the stationary accumulation front. The dash-dotted line is the ana-
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that the high field branch Fh(j) of the homogeneous current density
characteristic can not support arbitrarily small currents, but has a minimum
at jh

min ≈−1.15 A/mm2 (see Fig. 2). If we try to impose an external current
density below jh

min, this will only affect the low field region, which is at the right
of the front. Consequently more electrons are entering the front from the left
than are leaving at the right border, until the depletion front has vanished.

For the electron accumulation front (dashed line in Fig. 6) the veloc-
ity vs. current density characteristic is more complicated. For small cur-
rents the front is unstable for the same reasons as the depletion front
above. With increasing current the velocity drops from positive values to
zero, which means that the front becomes stationary. The fact that the
front can be pinned for a finite range of j is due to the discreteness of
our system, and would disappear in the continuous limit N → ∞, d →
0. With further increase of the current, the front is unpinned and starts
to move with negative velocity, i.e upstream towards the emitter.(37) Since
currents larger than j l

max ≈ −17.5 A/mm2 are not supported by the low-
field branch of the homogeneous characteristic (Fig. 2), the accumulation
fronts become unstable beyond j l

max.

2.1.2. Depletion Front with Positive Velocity

The simplest case of front propagation is that of a depletion front
(Fig. 5). For m∈ [ml,mr ] the current density vs. electric field characteristic



System of Interacting Fronts 1081

jm→m+1(F, nm,nm+1) will not simply obey the homogeneous characteristic
of Fig. 2, since nm and nm+1 are different from ND. But if the electron
density profile nm is known for one particular front, we can calculate the
inhomogeneous characteristic jm→m+1(F, nm,nm+1) as a function of F at
each m separately.

The resulting current density characteristics are shown in Fig. 7. We
see that at the left and right borders of the front we obtain an almost
homogeneous characteristic (dashed and dotted lines in Fig. 7), since
there the electron densities are not too different from the doping density.
Inside the front the electron concentration is depleted and almost van-
ishes at the center of the front (see well 58 and 59 in Fig. 5). This results
in severely suppressed current density characteristics (dash-dotted line in
Fig. 7), which are in particular below the external current j (solid line)
for any field between F l and Fh.

Let us now consider the operating points (Fm, jm→m+1). At the
left boundary of the front the operating point is close to (F h(j), j)

((F55, j55→56) in Fig. 7). With increasing well index m the field Fm

decreases towards F l and the current jm→m+1 drops to almost zero and
rises again to j . We therefore note that all contributions to the velocity in
(15) are positive, and we conclude vd >0.

A useful approximation for the velocity vd can be obtained by consid-
ering (18) at the center of the front, where we can approximate nm ≈ 0.
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Then we have jm→m+1 = 0, and Ḟm = j/(εrε0). From Gauss’s law (2)
we know on the other hand that Fm−1 = Fm + eND/(εrε0). The time �t

at which Fm(t + �t) = Fm−1(t) is then given by �t = eND/j . But �t is
also the time needed for the front to travel by one well period d. Thus
the velocity of the depletion front is positive and can be approximated
by(38,36)

vd ≈ jd

eND

. (21)

From Fig. 6 we see that this approximation is in very good agreement with
the numerical calculations, except for current densities close to the front
instability. However, we stress that (21) is only valid for rather low dop-
ing density, i.e. −eND <Qd since the derivation depends on the presence
of at least one completely depleted well with nm ≈0. It was in fact shown
by Wacker(22) that for high doping values even negative velocities for vd

are possible.

2.1.3. Stationary Accumulation Front

Let us now consider a stationary accumulation front, i.e ∂tnm =0 for
all m at a fixed external current density j (cf. Fig. 4). Let us denote by mp

the well with the highest electron concentration (for Fig. 4 we have mp =
51). The individual well-to-well characteristics close to mp are shown in
Fig. 8.

We see that by approaching the front from the emitter side, we
first observe an almost homogeneous characteristic (dotted line in Fig. 8)
and a current density electric field operating point close to (F l, j) (dia-
mond). But already at the next barrier the current density characteris-
tic jmp−1→mp

(F ) (double dot dashed line) shows a suppressed low field
peak. This is due to the large electron concentration at well mp inhibit-
ing the tunneling of electrons into well mp. Since the electric fields are
constant in time, we conclude from (18) that in particular jmp−1→mp

= j ,
while the electric field Fmp−1 is larger than F l (black square). At the next
barrier the current density takes advantage of the large electron density
nmp , which yields a characteristic jmp→mp+1(F ) (dashed line). The elec-
tric field Fmp (circle) has increased by a large amount due to nmp > ND,
but the current is fixed at jmp→mp+1 = j . For even larger m the charac-
teristic again approaches the homogeneous characteristic and the operat-
ing point is close to (F h, j). Since at any barrier we have jmp→mp+1 =
j , the total velocity of the front is zero according to (15). Note that no
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Fig. 8. Well-to-well characteristics as in Fig. 7, but for a stationary charge accumulation
front at j = −6.0 A/mm2. For the electric field and electron density profile of this front see
Fig. 4.

operating point is located at the unstable branch with negative differen-
tial conductivity. This is only possible in a discrete system, where the field
changes by a finite amount from one barrier to the next. It thus follows
that stationary fronts of this type can not appear in a continuous system,
since there the branch with negative differential conductivity can not be
avoided.

2.1.4. Accumulation Front with Positive Velocity

By lowering the external current j we arrive at well-to-well character-
istics as in Fig. 9. By comparing with Fig. 8 we note that the characteris-
tics themselves did not change considerably, but only the imposed external
current j (solid line) is lowered. In particular there is now no operating
point, at which the characteristic jmp→mp+1(F ) could assume j , i.e the
dash-dotted characteristic and the solid line in Fig. 10 do not intersect.
Instead we have jmp→mp+1(Fmp)<j , which results in a positive velocity by
(15). An analytical approximation for this velocity is given in ref. 42.

2.1.5. Accumulation Front with Negative Velocity

Besides positive and zero velocities, the electron accumulation fronts
show negative velocities for external currents larger than j s

max (see Fig. 6).(37)
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Fig. 9. Electron density (full line) and electric field (dotted) profile for a charge
accumulation front moving in positive direction at constant current j =−2.0 A/mm2.
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For a charge accumulation front moving left, the charge and field pro-
files (Fig. 11) are very similar to the stationary case (Fig. 4). Conse-
quently the well to well characteristics in Fig. 12 are also similar to the
stationary ones (Fig. 8) but with an external current j (horizontal solid
line in Fig. 12) at a higher value. Due to this rise of j there is now
no intersection point of the characteristic jmp−1→mp

(F ) (dash double dot-
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Fig. 11. Electron density (full line) and electric field (dotted) profile for a charge
accumulation front moving in negative direction at constant current j =−10.0 A/mm2.
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ted line) with j on the first branch. This means that the operating point
(F46, j46→47) is below j and results in a negative contribution in (15).
Since all other operating points are also less than or equal too j , we con-
clude that vd in this regime will be negative.



1086 Amann and Schöll

2.2. Multiple Fronts under Fixed External Voltage

In the previous section we have studied the motion of a single front
at fixed external current j far away from the contact and obtained the
front velocity vs. current density characteristic in Fig. 6. We now consider
the case of several fronts, which are assumed to be well separated and far
away from the contacts. Instead of fixing j we now fix the external voltage
U , which is experimentally much more convenient.

Since the fronts are assumed to be separated, the indices ml and mr in
(12) are well defined for each individual front, and we may therefore calcu-
late the positions of each accumulation front a1 . . . aNa and depletion front
d1 . . . dNd

. Here Na and Nd are the number of accumulation and depletion
fronts, respectively. Since accumulation and depletion fronts appear alter-
natingly in the vertical direction, we have

Na −Nd =+1,0,−1. (22)

Let us define by

Lh(j)= −U −LF l(j)

Fh(j)−F l(j)
≈ −U

Fh(j)
(23)

the partial length of the superlattice which is in the high-field regime. Here
L = Nd is the total length of the superlattice, and in the last step we
have used the approximation F l ≈0. From (12) and (3) it follows that Lh

imposes a global constraint on the front positions by

Lh(j)=
Nd∑

i=1

di −
Na∑

i=1

ai mod L. (24)

The expression mod L in (24) means that L has to be added if aNa >dNa

such that Lh ∈ [0,L]. We stress that due to our center-of-mass-like defini-
tion of the front positions, (24) is exact, even for fronts with a finite width.
In particular, the discreteness of the superlattice does not play a role here.

Differentiating (23) and (24) with respect to t for U = const yields

∂Lh

∂t
= U
(
Fh

)2

∂Fh

∂j

∂j

∂t
(25)
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and (using (13))

∂Lh

∂t
=Ndvd −Nava, (26)

respectively. By combining (25) and (26) we obtain the evolution equation
for the current density,

∂j

∂t
= (Ndvd(j)−Nava(j))

[
Fh(j)

]2

U ∂Fh

∂j

. (27)

Similar relations were derived for various front systems,(23) e.g. continu-
ous drift-diffusion systems describing space-charge waves in extrinsic p-Ge
bulk semiconductors(20) or n-GaAs Gunn diodes.(43) As stated before, (27)
holds only if the fronts are well separated from each other and in particu-
lar the length of the device is much larger than the width of the fronts as
discussed in more detail in ref. 23. In this limit conditions under which a
front dynamics based on (27) may describe a generic system for the Gunn
instability have been derived in ref. 21.

From (27) it follows that the current will relax to a state where the
important relation

Nava(j)=Ndvd(j). (28)

holds.
From the denominator in (27) we note that this relaxation will be

fast, if U and (∂Fh/∂j) are small. For example we may consider the relax-
ation towards the dipole domain current density jd with Nd =Na = 1. In
linear approximation we have

va/d(j)≈va/d(jd)+ (j − jd)∂j va/d(jd). (29)

From (21) we obtain ∂j vd = d/(eND). From Fig. 13 we may further
approximate (for this particular superlattice only) ∂j va(jd) ≈ −∂j vd(jd).
Using va(jd)=vd(jd) we get for the first factor in (27),

(Ndvd(j)−Nava(j))≈ (j − jd)
(
∂j vd(jd)− ∂j va(jd)

)≈ (j − jd)
2d

eND

.

(30)
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where Nava =Ndvd (cf. (28)), respectively.

Since this factor vanishes at j = jd , the leading contribution from the sec-
ond factor in (27) is in zeroth order of (j − jd). Using (23) we arrive at

1
jd

∂j

∂t
≈−j − jd

jd

2d

eND

Fh(jd)

Lh∂jFh(jd)
≈−j − jd

jd

d

Lh

1
τeff

(31)

with τeff ≈ 1 ps. Since Lh/d <N , which is the number of wells in the high
field domain, we obtain typical relaxation times of less than 100 ps. Dur-
ing this time, the fronts typically travel less than two wells, which justifies
the simplification that the current relaxation according to (31) is almost
instantaneous. This means that (28) is always immediately fulfilled, in the
limit of well separated fronts.

If the number of fronts Na and Nd is given, the current density j

is fixed by (28). In the case Na = Nd , i.e. an even number of fronts, we
have j = jd , where jd is at the intersection point of va(j) and vd(j), see
Fig. 13. Similarly for the tripole configuration consisting of two accu-
mulation fronts and one depletion front, the current density j = j(2,1) is
fixed by 2va(jt )= vd(jt ). For other configurations the corresponding cur-
rent densities are described in Fig. 13. Since there is only a countable set
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of configurations, the set of possible j is discrete with jd being the only
limit point.

With this knowledge we can now explain the current density trace
of Fig. 3(b), which alternates between a dipole and a tripole configura-
tion. For a dipole configuration with one accumulation and one deple-
tion front, the averaged current density is fixed to the constant value jd ,
while in the tripole configuration with two depletion and one accumula-
tion fronts, we obtain j = j(2,1) as predicted from (28). In this context it
is instructive to realize the meaning of (28) directly from the field evo-
lution (middle panel of Fig. 3(b)) in the tripole phase. Due to the fixed
voltage, the total length of the high-field domain is required to be con-
stant. Since the high-field domain shrinks with the motion of the two
accumulation fronts and increases by the depletion front, the velocity of
the depletion front obviously has to be twice the velocity of the accumu-
lation fronts.

In contrast to the averaged current density, the current density trace
(gray line in Fig. 3(b)) shows rapid spikes which are due to the dis-
creteness of the superlattice(44) (well-to-well hopping of charge packets, cf.
ref. 45).

In the current density trace of Fig. 3(a) we also observe plateaus cor-
responding to the currents density j(1,2), j(2,3), j(3,4) and jd , although they
are not as flat and well developed as in Fig. 3(b). The reason for this
difference will become clearer in Section 3.

2.3. Front Generation and Annihilation

So far we have only considered the free motion of charge fronts well
separated from each other and the contacts. But for interesting dynamical
scenarios as for example in Fig. 3(a), we also need front generation and
front annihilation processes.

2.3.1. Front Collisions

From the current-velocity characteristic Fig. 13 and from (28) we con-
clude that the accumulation and depletion fronts may move at different
velocities. This opens up the possibility for a collision of two fronts with
opposite polarity, and may lead to interesting scenarios. Such a collision
is shown in Fig. 14. We see that both fronts annihilate each other, as can
be expected from the fact that Qa =−Qd .
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Fig. 14. Electron density (full lines) and electric field profiles (dotted lines) for a collision
and annihilation process of a fast depletion front with a slow accumulation front. Parame-
ters: σ =1�−1m−1; j =−3 A/mm2.

2.3.2. Front Annihilation at the Collector

A further rather unspectacular elementary process is a front reaching
the collector. Such a front gets absorbed by the contact and vanishes from
the system (cf. Fig. 3), thereby reducing Na or Nd by one.

2.3.3. Front Injection at the Emitter

In the superlattices under consideration, both types of fronts are in
general only generated at the emitter. We will see that the choice of the
boundary conditions, as well as the imposed external current j play a
decisive role for the front generation. For convenience we assume that the
emitter contact is Ohmic (4),

j0→1(F0)=σF0 (32)

with σ the contact conductivity, and F0 the electric field between the emit-
ter and the first well. In the following we will choose σ such that the lin-
ear contact characteristic j0→1(F0) intersects the N -shaped homogeneous
characteristic j1→2(F1,ND,ND) at a point (Fc, jc) on its branch with neg-
ative differential conductivity (see Fig. 15).

Let us consider a superlattice under fixed external current density j ,
with initial conditions

ni(t =0)=ND, F0(t =0)= j/σ. (33)
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It follows from (18) that F0 is a stable fixed point. From (2) we see that
F1(t = 0) = F0. Let us first assume that j is larger than jc (double dot
dashed horizontal line in Fig. 15). In this case F0 and F1(t =0) are larger
than Fc (shaded square and shaded circle in Fig. 15), which means that

|j1→2|< |jc|< |j |= |j0→1|. (34)

Consequently, F1(t) will increase towards higher values due to (18) until it
eventually reaches F1 ≈Fh(j).4 If on the other hand j is smaller than jc

(dot dashed line in Fig. 15) F1(t) will decrease for complementary reasons
(black circle). It is now apparent that the choice of the external current j

in comparison to the intersection point jc is crucial. From the above dis-
cussion we come to the conclusions that

|j |> |jc| ⇒ high field at emitter, i.e. F1(t �0)≈Fh(j), (35)

|j |< |jc| ⇒ low field at emitter, i.e. F1(t �0)≈F l(j). (36)

We may now argue that (35) and (36) are still approximately valid,
even if the initial conditions (33) are not fulfilled. Let us consider a

4F1 is not exactly equal to Fh(j), since for t >0 we have n1 >ND . Therefore, j1→2 does not
obey the homogeneous characteristic and its high-field intersection point with the external
current j will be between Fh

min and Fh(j).
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superlattice at a fixed external current j , which initially contains an accu-
mulation front at a position pa far away from the boundary, and possibly
further fronts at positions p>pa . Then the region to the left of pa includ-
ing the emitter region is in the low field domain. If j is larger than jc the
emitter region is required to be at a high field by (35). This apparent “con-
flict” can be resolved by the dynamic generation of a new charge deple-
tion front at the emitter. A converse argument applies for the generation
of an accumulation front. The preliminary rules for the front generation
can therefore be summarized by

GI Generate accumulation front at emitter, if |j |< |jc| and if the left-
most front is a depletion front.

GII Generate depletion front at emitter, if |j |> |jc| and if the leftmost
front is an accumulation front.

In Fig. 16 we checked numerically that the approximations leading to
rules GI, GII are justified, by examining the front generation for different
values of j and σ . We see that the conditions for depletion front gener-
ation can be accurately predicted by GII. In the case of the generation
of accumulation fronts, GI can only be checked for currents |j | < |j s

min|
(Fig. 6), since otherwise the newly generated front has zero or negative
velocity and will not detach from the emitter.

Rules GI, GII only apply if the leftmost front is already fully
detached from the emitter. Otherwise the newly generated front can anni-

Fig. 16. Intersection point of the homogeneous characteristic with the emitter characteristic
jc(σ ). The diamonds and squares denote the successful generation of a depletion or accumu-
lation front at the emitter.
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hilate a nearby front of opposite polarity. This may occur in the common
scenario of a dipole injection. Numerically we find, that the conditions of
rule GII have to be fulfilled for a time interval of about 50 ps, before a
depletion front to be fully developed. If the external current is switched,
to the conditions given in rule GI before the depletion front is fully devel-
oped, the half formed depletion front retracts to the emitter contact.

The rule GI for the generation of an accumulation front should there-
fore be modified, to require that the leftmost depletion front is at least ph ≈
2d away from the emitter and a similar parameter pl should be introduced
into GII. The revised rules for front generation at the emitter then read:

GI′ Generate accumulation front at emitter, if |j | < |jc| and of the
leftmost front is a depletion front which is at least at position ph.

GII′ Generate depletion front at emitter, if |j |> |jc| and if the leftmost
front is an accumulation front which is at least at position pl .

We may now reexamine the scenario in Fig. 3(b). At t =157 ns we have
a dipole configuration with a leading depletion and a trailing accumula-
tion front. The current is therefore j = jd . At t =160 ns the depletion front
reaches the collector, i.e. Nd =0. Then (28) requires that the velocity of the
remaining accumulation front drops to zero, and at the same time the cur-
rent rises sharply due to Fig. 13. Eventually we have |j |> |jc|= 2.6 A/mm2

and a depletion front is injected at the emitter by GII′. After that j starts
to drop towards jd , but as soon as |j | < |jc|, and the depletion front has
traveled by ph, the conditions for GI′ are fulfilled, and a new accumulation
front is injected at the emitter at t =161 ns. All in all we see that the system
responds to the event that the first depletion front hits the collector, by the
generation of a dipole with a leading depletion and trailing accumulation
front at the emitter. For the resulting tripole configuration, the current j(2,1)

is required (see Fig. 13). Since |j(2,1)|< |jc| and the leftmost front is an accu-
mulation front, no new fronts will be generated (see GI′,GII′), and a current
plateau with j = j(2,1) is maintained until the rightmost accumulation front
hits the collector at t = 163 ns. The current then drops to jd , but no new
front is generated at the emitter, until the cycle starts over again with the
next depletion front reaching the collector at t =170 ns.

3. BIFURCATIONS IN INTERACTING FRONT SYSTEMS

In Section 2 we have studied the basic building blocks for the front
dynamics in one spatial dimension. In this section we will examine how
those elements can be combined to yield interesting bifurcation scenarios,
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including chaos. While chaoticity in periodically driven superlattices has
been extensively studied theoretically(46–50) and experimentally(51,52) we
will concentrate on the question, how chaotic behavior can be obtained
under fixed external voltage conditions.(25,53)

For a fundamental understanding of the underlying bifurcations we
will introduce the front model, which retains the basic bifurcation struc-
ture, but is much easier to handle numerically and analytically.

3.1. Microscopic Bifurcation Scenarios

We now use the external voltage U and the contact conductivity σ

as the bifurcation parameters. From the discussion in Section 2.3.3 we
learned that σ governs the injection of fronts at the emitter contact via the
critical current jc(σ ) (Fig. 16). Since the resulting bifurcation scenarios are
complicated, we will first study the particular case of σ =0.5 (�m)−1, and
later consider the necessary modifications for general σ .

3.1.1. The Case σ =0.5 (�m)−1

For σ = 0.5 (�m)−1 we have |j(1,2)| < |jc(σ )| < |jd | (cf. Fig. 13). If
we vary the applied voltage U , we typically observe front patterns as in
Fig. 1, which are reminiscent of the chaotic front dynamics in an extrin-
sic Gunn-like bulk semiconductor.(20) In ref. 20 a model using delay times,
instead of the parameters ph and pl , was proposed. The bifurcation sce-
nario of that model still remains to be studied in detail, and it would be
interesting to see whether that model can also be described in terms of
U-sequences, which will be introduced in Section 4.

For a small voltage (U =0.50 V) we observe that the fronts are gener-
ated as dipoles at the emitter, with a leading accumulation and a trailing
depletion front. The leading accumulation front catches up with the deple-
tion front of the preceding dipole, and the two fronts merge and annihilate
at exactly the same position in each cycle. With increasing U , we observe
what appears to be a period doubling cascade, with two (U = 0.70 V in
Fig. 1) and four (U = 0.82 V) alternating positions where the front anni-
hilation occurs. A further increase in the voltage yields irregular behavior
(U = 0.90 V, 1.00 V, 1.20 V) interrupted by periodic windows (U = 1.05 V).
For even higher voltages, the fronts may occasionally reach the collector,
but even then the interchange between chaotic (U = 1.80 V) and periodic
(U = 2.40 V) regimes persists. Note that this bifurcation scenario appears
to be different from the chaotic bifurcation scenario in the continuous
drift-diffusion model of space charge waves in extrinsic semiconductors (cf.
Fig. 5 of ref. 20). In particular, in ref. 20 chaoticity is only demonstrated
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in the regime where fronts still reach the collector, in contrast to our find-
ings.

The chaotic behavior can also be observed in the experimentally
accessible current trace, as demonstrated in Fig. 17. Here we observe a
further interesting feature, namely that not all fronts are fully developed.
One example can be seen at t = 155 ns in the electron density plot of
Fig. 17 (see also the case U = 1.2 V in Fig. 1). Here an accumulation
front seems to detach from the emitter, but instead of catching up with
the leading depletion front, it merges with a new depletion front from
the emitter, before either of the fronts can be considered as fully devel-
oped. Such compositions of partly developed fronts can not be described
in the framework of single stable fronts, which was developed in Sec-
tion 2. In particular they do not obey the current velocity characteristic of
Fig. 13. Such composite front phenomena, resemble the excitons in solid-
state physics, since they often appear in pairs without net charge, and form
a bound state with limited life time. Their dynamics may be treated by
a yet to be developed correlated front theory, which is however beyond
the scope of the present work. In the following we will refer to this kind

Fig. 17. Electron density (upper panel), electric field (middle panel) and current evolution
(bottom panel) in the chaotic regime. Parameters as in Fig. 1, but with U = 1.15 V. Same
color code as in Fig. 3. The black current trace in the bottom panel is the running average
of the raw current data (gray line) over an interval of 0.5 ns.
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of phenomena as excitonic fronts. Similar effects also appear for pulses in
excitable media.(54)

The difference between periodic and chaotic behavior is also illus-
trated by the phase portraits as shown in Fig. 18, which show the sys-
tem trajectory in the phase space projected onto the subspace defined by
n10 and n20. In Fig. 18(a) the trajectory in the phase space is complicated,
but still periodic, while in the chaotic regime in Fig. 18(b) the trajectory
is aperiodic.

The full bifurcation scenario is shown in Fig. 19(a), where for each
voltage U the set of front annihilation positions {pc} is plotted. Here we
may interpret a discrete set of pc’s for a given voltage as an indication for
periodic behavior (for instance the four points at U =0.82 V, which corre-
spond to a period four orbit), while a continuous set of collision points is
an indication of chaotic behavior (cf. U =0.90 V).

Starting from low voltages, we observe a period doubling bifurcation
with periods 1, 2 and 4 in the regimes A, B, and C of Fig. 19(a), respec-
tively. The following regime D contains two chaotic bands at its bound-
aries, which are separated by a period six orbit. While the chaotic band
at the left edge of regime D is rather narrow, the band at the right edge
is comparatively broad. The most striking feature in regime D is the cen-
ter of a crossing of at least three straight lines, which in the following will
be called a cobweb structure. In this case the cobweb is located in the cha-
otic band at the right edge of regime D. This chaotic band ends with the
transition to the period five behavior in regime E. The following regime
F is again chaotic, and is bounded by the larger period-three regime G.
In regimes A–G we observe a number of continuous and almost straight
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Fig. 18. Phase portrait of the electron densities n20 vs. n10 for superlattice parameters as in
Fig. 1 for time series from t =50 . . .200 ns. (a) periodic behavior at U =0.82 V and (b) chaotic
behavior at U =1.15 V.
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(a)

(b)

Fig. 19. (a) Positions where accumulation and depletion fronts annihilate vs. voltage at σ =
0.5 �−1m−1. (b) Time differences between consecutive maxima of the electron density in
well no. 20 (n20(t)) vs voltage at σ =0.5�−1m−1. Time series of length 600 ns have been used
for each value of the voltage. The inset in (b) shows the time differences for a larger voltage
range.

lines, which exist across various regimes, even in the chaotic regimes. These
lines also give rise to the cobweb structure with its center in regime D.

In the following voltage interval H in Fig. 19, we observe collisions
close to the emitter. They are the footprints of the annihilation of exci-
tonic fronts, as discussed before. Note, however, that the numerical method
for collision detection only works reliably for well numbers m > 5, which
may limit our ability to detect excitonic collisions which occur very close
to the emitter. In regime I fronts occasionally reach the collector, and we
observe dynamics with seven distinct collision points. The excitonic colli-
sions are suppressed in this regime, but they reappear in regime J, where
we have fronts reaching the collector and excitonic collisions.
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In principle, the position of collision pc is a real number, but in prac-
tice it is difficult to determine pc with an error which is less than the
width of the accumulation front (cf. Fig. 14). To distinguish between cha-
otic and periodic behavior, we may therefore consider a suitable Poincaré
section of one of the continuous dynamical system variables. This is shown
in Fig. 19(b) for the time difference between two consecutive maxima of
the electron density in well 20, n20(t). This bifurcation shows the cha-
otic bands at the same locations as in Fig. 19(a). We observe that cha-
otic and periodic behavior alternate up to a voltage of about U = 3.6 V,
which corresponds to the case where about half of the superlattice is in
the high field regime. For U > 3.6 V, the chaoticity suddenly disappears.
From Fig. 20 we see that the reason for this change is associated with

Fig. 20. Dynamic evolution of the charge densities (upper panels) and electric fields (lower
panels) for various voltages. Parameters are as in Fig. 1, gray scale code as in Fig. 3.



System of Interacting Fronts 1099

the transition from an operation mode, in which every third high field
tongue reaches the collector (U =3.55 V in Fig. 20) to a mode where only
every second high field tongue reaches the collector (U =3.65 V). For even
higher voltages, no collisions occur, and all fronts reach the collector (cf.
U =5.0 V).

To further confirm the chaoticity, the largest Lyapunov exponent λ

for U ≈ 1.15 V, σ ≈ 0.5�−1m−1) (Fig. 17) was calculated for a long (t =
0 . . .100µs) time series of n20(t)

(25) using the Wolf algorithm.(55) The
result λ=1.1×109 s−1 is a clear indication of chaos.

3.1.2. Varying σ

Now that we have an idea of the bifurcations appearing for σ =
0.5 (�m)−1, we proceed to the case of general contact conductivity. As we
have learned in Section 2.3.3, the parameter σ governs the injection of
fronts at the emitter. From the analysis of the case σ =0.5 (�m)−1 we see
that the excitonic regimes (regimes H and J in Fig. 19(a)) complicate the
analysis, and it would be nice if we could avoid them. This is addressed
by choosing a slightly lower contact conductivity σ = 0.45 (�m)−1, which
leads to a lower critical current density, such that the condition |j(1,2)|<
|jc(σ )| < |j(2,3)| holds. Furthermore, since the simplified models we will
propose below are most successful in the regimes where no fronts reach
the collector, we may also choose a longer superlattice. In Fig. 21 the
bifurcation diagram for a superlattice with σ = 0.45 (�m)−1 and N = 200
wells is shown. We see that the regimes A to G show the same behavior
as the corresponding regimes in Fig. 19(a). However, the excitonic regimes
have disappeared, and instead we observe a period 6 regime in regime
H. Regime I shows chaotic behavior, except for a small period 7 band at
its center. Furthermore we find a second cobweb structure in regime I,
which shares its horizontal line with the first cobweb in regime D. The
next regime J has period 5. This is followed by a small chaotic regime K,
before the fronts start to reach the collector in regime L. Note how again
straight continuous lines run through the whole bifurcation diagram, and
are then inflected as they reach the K regime. The origins of the rich bifur-
cation scenario apparent in Fig. 21, including the chaotic bands, the cob-
web structures and the sequence of the various periods will be explained
by analytical considerations in Section 4.

We have seen that a small variation in σ has already a nontrivial
effect on the bifurcation diagrams (Fig. 19 vs. Fig. 21). We may now
ask, how the bifurcation diagram changes, as we further vary the con-
tact conductivity. Since the calculation of the bifurcation diagrams is time
consuming, we again use the short superlattice, with N = 100 wells. An
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Fig. 21. Bifurcation diagram as in Fig. 19(a), but now with N = 200 and σ =
0.45�−1m−1.(56)

overview of the different bifurcation scenarios for varying σ is given in
Fig. 22. We note that for σ = 0.4 (�m)−1 the scenario resembles the situ-
ation in regimes A and B of Fig. 19, which corresponds to the periodic
tripole configurations as in the first two panels of Fig. 1. We find the
well known cobweb structure for σ = 0.45, . . . ,0.52 (�m)−1, which, how-
ever, shifts to lower voltages and lower well numbers as σ increases. For
σ = 0.54 (�m)−1, the scenario seems to have fundamentally changed. The
cobweb has disappeared and the collisions close to the emitter indicate
the presence of excitonic fronts. Also the familiar period-three window has
disappeared, and instead we find a large period-four window, with three
collision points in the sample, and every fourth front reaching the collec-
tor. A small increase to σ =0.55 (�m)−1 again changes the bifurcation dia-
gram completely. Fronts reach the collector already at voltages below 1 V,
and at the same time front collisions take place close to the emitter. There
are now only very few continuous lines present, and the whole structure
appears to be washed out. This trend continues for σ =0.57 (�m)−1. The
bifurcation diagram for σ =0.60 (�m)−1 is missing in Fig. 22. The reason
is that in this case no collisions within the sample occur. We have jc ≈ jd ,
which means that we are at the symmetry point, where accumulation and
depletion fronts have equal rights. At any time there are two fronts in the
sample, which move in parallel, until the leading front reaches the collec-
tor and reappears at the emitter.
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Fig. 22. Bifurcation diagrams as in Fig. 19(a), for various values of σ .

By further increasing σ , we enter the regime, where the depletion
fronts are faster than the accumulation fronts. In this case it is numerically
more difficult to detect the position of the annihilation with high accuracy.
Thus the lines in Fig. 22 for σ �0.65 (�m)−1 are in general broader than
before. Nevertheless the cobweb structure at σ =0.8 (�m)−1 is clearly visi-
ble, and also somewhat weaker for σ =0.75 (�m)−1. These cobwebs resem-
ble the cobweb found at σ = 0.45 (�m)−1 (Fig. 21), but is flipped along
the voltage axis. This is a consequence of the symmetry transformation,
which we discuss below. Another interesting feature is the reconnection
of the period doubling bifurcation, which occurs at σ = 0.7 (�m)−1 and
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Fig. 23. Two parameter bifurcation diagram. Black squares: chaotic behavior; gray shading:
periodic oscillations; white region: absence of oscillations.(25)

σ = 0.65 (�m)−1, and causes a distinct bubble like structure in the bifur-
cation diagram.

It is now interesting to plot a “phase-diagram” of chaotic behavior
in the (U,σ )-plane as shown in Fig. 23, which was obtained by consid-
ering the autocorrelation function C(τ) = 〈n20(t)n20(t + τ)〉t .(25) For peri-
odic behavior C(τ) does not decay even for large values of τ > 20 ns,
while for chaotic behavior C(τ) decays with a correlation time less than
20 ns. We note that chaotic behavior is only possible, if we choose σ such
that |j(1,2)| < |jc(σ )| < |j(2,1)|. Furthermore there exist two larger disjoint
regions whose gross features are reminiscent of an inversion symmetry
about a point at (U ≈ 3.5 V, σ ≈ 0.6�−1m−1). The origin of this “sym-
metry” is the approximate invariance of the system under the simulta-
neous permutation of accumulation with depletion fronts, and low-field
with high-field domains.

3.2. The Front Model

We are now in a position to approximate the microscopic dynamics
of the electron densities ni by means of a simple front model, in which
the positions of the accumulation fronts a1 . . . aNa and the depletion fronts
d1 . . . dNd

and the overall current j are the new dynamical variables. Here
Na and Nd denote the number of accumulation and depletion fronts in
the system. We will see that this step from the microscopic description to
a front description does not only greatly reduce the dimensionality of the
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system, but also the number of physical parameters. The introduction of
front positions was already shown to be useful in Section 2.2 for the case
of the free motion of noninteracting fronts far away from the boundaries.
We now make the assumption that the essential dynamics of the system
can be described in terms of front positions, even if the fronts are close
to each other or close to the boundaries. Such a “dilute gas” approxima-
tion will obviously fail if the density of fronts is large or if the typical time
scale for interactions between fronts can not be assumed to be small.

3.2.1. The Rules for the Front Model

Let us write (28) as

vd(j)

va(j)
= Na

Nd

. (37)

By formally inverting the left hand side of (37) and taking into account
the results of Section 2.2 we arrive at

j = j(Na,Nd) = j

(
Na

Nd

)
, (38)

which is a monotonically increasing function, since vd (va) is monotoni-
cally increasing (decreasing). We can therefore replace the condition |j |<
|jc| appearing in rule GI′ (Sect. 2.3.3) by an equivalent condition

Na

Nd

<rc, (39)

where the parameter rc is defined by jc =j (rc). A similar statement applies
to rule GII′. We have therefore managed to enslave the current density j

to the fraction Na/Nd . Note that in particular jd = j (1).
For the analysis of the bifurcation scenario, it is sufficient to con-

sider the dynamics in the Poincaré section which is defined by the hyper-
plane, where Na or Nd change. The absolute time between such events is
not important, and we are therefore free to rescale the velocities to our
convenience. In the following we rescale time such that va +vd =2, which
together with (37) gives the front velocities as

va = 2Nd

Na +Nd

, vd = 2Na

Na +Nd

. (40)
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We require that the fronts evolve according to (40), until an event
which changes the number of fronts occurs. Such an event may be the
generation of a new front at the emitter according to the rules GI′ and
GII′ as described in Section 2.3.3. Furthermore two fronts can collide as
described in Section 2.3.1, which will simply eliminate the corresponding
di and ai from the system of variables and decrease Na and Nd accord-
ingly by one. The third possibility is the annihilation of a front at the
collector as described in (Section 2.3.2). We may summarize the complete
front model by the following set of rules:

FI The positions of the accumulation fronts ai for i = 1 . . .Na and
depletion fronts di for i = 1 . . .Nd evolve according to ȧi = va and ḋi = vd

with the velocities (40) until one of the following rules applies.

FII If Na/Nd <rc and ph <d1 <a1 then increase Na by one, re-index
ai →ai+1 for all i and set a1 =0 (injection of accumulation front).

FIII If Na/Nd > rc and pl <a1 <d1 then increase Nd by one, re-index
di →di+1 for all i and set d1 =0 (injection of depletion front).

FIV If ai′ =dj ′ for any i′, j ′ then decrease Na and Nd by one, re-index
ai+1 →ai for i � i′ and dj+1 →dj for j � j ′ (annihilation of front pair).

FV If aNa >L decrease Na by one (accumulation front hits collector).

FVI If dNd
>L decrease Nd by one (depletion front hits collector).

Here ph and pl are the phenomenological distance parameters from GI′
and GII′ (Section 2.3.3), which suppress the front generation for d1 �ph

and a1 �pl , respectively.(57)

The only parameters appearing in the front model are rc, ph and pl ,
which govern the generation of new fronts at the emitter and L, which
influences the annihilation at the collector. The voltage parameter Lh is
connected to the voltage by (23), and in principle also depends weakly
on Na/Nd due to (38), but for simplicity we consider Lh to be constant,
which is a good approximation, if

∣∣∣∣
∂Lh

∂j

j(1,2) − jd

Lh

∣∣∣∣≈
∣∣∣∣
∂Fh

∂j

j(2,1) − jd

Fh

∣∣∣∣�1. (41)

Then Lh only enters in the initial condition for the front positions (see
Eq. (24)). These five parameters should be contrasted to the large set of
parameters of the microscopic model.(22) However, in particular ph and
pl might be difficult to derive quantitatively from the microscopic model,
and should rather be regarded as fit parameters. Again ph and pl can in
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principle depend on Na and Nd , but for simplicity we assume them to be
constant.

The dynamical variables of the systems are the positions di and ai of
the fronts. Due to the constraint given by (24), the number of degrees of
freedom is then given by f d =Na +Nd −1. Let us define Nmax

a/d as the max-
imum possible values of Na/d , respectively, and define the parameter n as

n=max
[
Nmax

a ,Nmax
d

]
. (42)

Then we have f d � Nmax
a + Nmax

d − 1 = 2n − 2, which in general is much
smaller than N , the number of degrees of freedom of the full micro-
scopic model. It is however a peculiarity of this system that f d changes
dynamically. To avoid the mathematical complications that arise from
the fact that the number of dynamical system variables is not constant,
we formally extend the arrays of front positions to the maximal pos-
sible size, a1, . . . , aNmax

a
and d1, . . . , dNmax

d
and consider additionally Na

and Nd as discrete system variables. The new additional front positions
aNa+1 . . . aNmax

a
and dNd+1 . . . dNmax

d
do not appear in the front rules FI–FVI

and we can just set them to zero for definiteness. By this formal transfor-
mation we have now obtained a system with Nmax

a +Nmax
d continuous and

two discrete variables.5 This type of system therefore belongs to the mathe-
matical class of hybrid systems. Hybrid models are of fundamental interest
in the field of theoretical computer science, where they are used to describe
the interaction of a digital (i.e. discrete) computer with an analog environ-
ment.(58)

Note that the rules of the front model are invariant under the simul-
taneous transformation of

ai ↔di, Na ↔ Nd, ph ↔pl, (43)

rc → 1
rc

, Lh →L−Lh,

i.e. accumulation and depletion fronts are exchanged, rc is inverted, and
the high field and low field domains are exchanged (Lh → L − Lh).
This exact symmetry can therefore explain the qualitative point symme-
try found in Fig. 23, since the transition rc → r−1

c induces a correspond-
ing transformation σ(j (rc)) → f s(σ (j (rc))) with the fixed point σ(jd) =
f s(σ (jd)).

5Since the product of two countable sets is also countable, we may as well replace the two
discrete variables by only one.
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In view of the symmetry of (43) we may restrict our analysis to the
case rc < 1. We will see in Section 4 that in this case the length of the
high field domains can be easily identified with the filling heights in a tank
model. Note, however, that in device physics the case rc > 1 is often con-
sidered to be more realistic since it corresponds to a large emitter conduc-
tivity.(20,38)

We furthermore set pl = 0 since the accumulation fronts are rather
narrow and should not suppress the generation of a trailing depletion
front. In this case rule FIII always applies, if the first front is an accu-
mulation front, since in this case Na/Nd � 1 and injects a new depletion
front. On the other hand rule FII can only apply if Nd =Na + 1. It does
not apply as long as Na >rc/(1− rc) and Na can then only decrease, since
FII is the only process which generates new accumulation fronts. Conse-
quently rc imposes the following limits on the number of fronts:

Nd <
1

1− rc
+1, Na <

1
1− rc

. (44)

By comparing with (42) we find that for rc <1, the parameter n is the larg-
est integer less than 1/(1− rc)+1. The dependence of the maximum front
numbers Nmax

a and Nmax
d on rc is summarized in Table I.

Once the conditions for FII are fulfilled and an accumulation front
is injected, it is immediately followed by the injection of a depletion front
due to rule FIII. Effectively we therefore inject a pair of fronts, i.e. a

Table I. Maximum Possible Number of

Accumulation and Depletion Fronts and

the Number of Necessary Tanks n (see

Section 4.2) for Various Values of rc

rc n Nmax
a Nmax

d

0 1 0 1
(0, 1

2 ] 2 1 2

( 1
2 , 2

3 ] 3 2 3

( 2
3 , 3

4 ] 4 3 4
(

n−2
n−1 , n−1

n

]
n n−1 n

1 ∞ ∞ ∞
[

n
n−1 , n−1

n−2

)
n n n−1

[ 3
2 ,2) 3 3 2

[2,∞) 2 2 1
∞ 1 1 0
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dipole, with a leading accumulation and a trailing depletion front. In the
language of field domains, this process detaches a high field domain from
the emitter and opens a new one.

In Table I we also list the parameter n for various values of rc. Since
n is invariant under the symmetry transformation (43), we propose that n

will be a suitable parameter for classifying different bifurcation behavior.
Indeed we will see in Section 4 that n corresponds to the number of tanks
which are necessary to describe a given dynamics.

3.2.2. The Case n=3

The numerical integration of the front model is facilitated by the
fact that the evolution of the front positions is piecewise linear due to
FI with the velocities given in (40). We can therefore calculate the times
tFII, . . . , tFVI, until the corresponding conditions in FII . . . FIV would
be fulfilled under the assumption that Na and Nd would not change.
The actual event is then determined by the minimum time tFX, with X =
II . . .VI. The fronts are then moved to the new positions a′

i = ai + tFXva

and d ′
i = di + tFXvd , and the changes in the discrete variables Na and Nd

are performed as prescribed by the respective rule FX.
The numerical solution of the front model for pl = 0, and Nmax

a = 2
yields a typical front pattern as in Fig. 24. We see that for small Lh the
front which is closest to the collector, is always a depletion front. Since
the fronts are generated in pairs at the emitter, we have Nd =Na +1, and
therefore va > vd . That means that the accumulation fronts can catch up
and annihilate with preceding depletion fronts. This is the same behav-
ior as observed in Section 2.3.1 for the microscopic model. In fact the
front pattern at low Lh in Fig. 24 can be directly related to the ones in
Fig. 1. As a particular striking example compare the period seven orbits at
Lh =0.202 in Fig. 24 and at U =0.98 V in Fig. 1. As long as the fronts do
not reach the collector, the only relevant length scale for Lh is the distance
parameter ph. In the microscopic model, this parameter corresponds to
the minimal distance between the first depletion front and the newly gen-
erated accumulation front and will in general depend on the buildup time
of the accumulation front and other microscopic parameters in a compli-
cated way.

In its present form the front model is not chaotic, which is in con-
trast to the full microscopic model. Instead arbitrarily long stable periodic
orbits are possible. We will discuss Section 4, how chaoticity can be intro-
duced in a generic way. At higher values of Lh, we find the characteristic
“tongues” (Lh = 0.595 in Fig. 24), which also occur in the microscopic
model (see U = 3.55 V in Fig. 20), but we did not succeed in finding
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Fig. 24. Front evolution in front model for n = 3, pl = 0, ph = 0.115, rc = 0.51, L = 1 and
various values of Lh. Accumulation (depletion) fronts are denoted by white (black) lines. Lh

corresponds to the voltage U in the microscopic model (cf. Figs. 1 and 20).

the other patterns in Fig. 20. One reason, why the front model does not
describe well the high Lh case becomes apparent, if we compare Lh =
0.971 in Fig. 24 and U =4.5 V in Fig. 20, where fronts of opposite polar-
ity traverse the whole superlattice at only a very small distance to each
other. This is obviously not possible in the microscopic approach, since
the fronts would tend to annihilate. Thus the front model can still be
improved in the high voltage regime.

A further touchstone for the usefulness of the front model is given
by its bifurcation diagram as shown in Fig. 25. The prominent feature is
again the cobweb-like pattern at low voltages, which has a striking simi-
larity with the corresponding patterns in Fig. 19(a) and Fig. 21. In fact
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Fig. 25. Bifurcation diagrams for positions of front collision vs Lh obtained from the front
model for n=3 on two different scales of Lh. Parameters: ph =0.06, pl =0, rc =0.52, L=1.0.

all regions from A to K of Fig. 21 can also be identified in Fig. 24,
only region K does not fit perfectly. In particular, the vertical bands in
Fig. 25(b) can be identified with the three chaotic bands in the regions D
and F of Fig. 21. However, since the front model is not really chaotic in
this regime, they actually consist of ever finer subbands as shown in the
lower panel of Fig. 25. Apparently a period of more than seven different
collision points appears chaotic in the microscopic model. Another feature
of the original bifurcation scenario that is well reproduced by the front
model is that the chaotic behavior suddenly becomes periodic at about
Lh = 0.53. On the other hand, we do not observe periodic windows for
Lh ∈ [0.36,0.53] which were present in the microscopic model.

The fact that the topology of the nontrivial pattern up to the large
period three window U =1.1 V in Fig. 19 can be reproduced by the simple
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rules of the front model is a hint that such a pattern might be even more
generic, as we will see in Section 4.

We could now proceed to extract the detailed features of the bifur-
cation diagram by a thorough analysis of the algebraic properties of the
front model. For example the horizontal lower line appearing in Fig. 25
is caused by ph. If Na = 1 and Nd = 2, we can inject a new accumula-
tion front by FII as soon as d1 has reached ph. As argued before, this will
entail as well the injection of a depletion front, and we have the situation:

Na =2, Nd =3, a1 =d1 =0, d2 =ph, d3 −a2 =Lh −ph. (45)

From (40) we get va − vd = 2/5. If now additionally Lh > 2ph, it follows
that d3 − a2 > d2 − a1 and therefore the fronts d2 and a1 will be the first
to annihilate. If Lh > 3/2ph, then the fronts d3 and a2 will be the first to
annihilate, but by that time d1 > ph and therefore a new dipole is imme-
diately injected at the emitter. This maintains the velocities of the original
d2 and a1 and in both cases the collision occurs at a position

pz1 =ph

va

va −vd

=nph. (46)

For n= 3 and ph = 0.06 this yields the horizontal line in Fig. 25 at pz1 =
0.18. A further analysis of the structure of the bifurcation diagram along
these lines is possible, but cumbersome. We will therefore in the next sec-
tion introduce a model which is better suited to an analytical approach.

3.2.3. Arbitrary n

In Fig. 26 the bifurcation diagrams of the front model for n = 4
and n = 5 are plotted. After the successful identification of many com-
mon features in the bifurcation diagrams of the microscopic model and
the front model for n=3, we would hope that at least some features from
Fig. 26 also appear in one of the panels of Fig. 22. However, this is appar-
ently not the case. The reason for this failure seems to be that with a
large number of fronts, the approximation that fronts can be considered
as independent point-like “quasi-particles” breaks down. In the language
of statistical physics, the dilute gas approximation is no longer valid, and
we have to take into account three front interactions, and other compli-
cations. We may speculate, however, that for very large superlattices with
narrow fronts, a bifurcation scenario as in Fig. 26 should arise.

It is nevertheless still interesting to scan the (Lh, rc) plane of the
front model for regions of long periods, since they correspond to chaotic
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Fig. 26. Bifurcation diagrams for positions of front collision vs Lh obtained from the front
model for (a) n=4 (rc =0.67) and (b) n=5 (rc =0.76). Parameters: ph =0.06, pl =0, L=1.0.

regimes of the microscopic model. By varying rc and Lh simultaneously we
obtain the two parameter bifurcation diagram of Fig. 27. Note that the
broad horizontal bands in Fig. 27 are due to the fact that the changes in
rc within the intervals given by Table I do not affect the dynamics of the
system. The basic structure of the bifurcation diagram obeys the symme-
try of (43) and conforms well with the corresponding bifurcation diagram
of the microscopic model in Fig. 23.

4. THE TANK MODEL

In the previous section we have introduced a simple front model,
which astonishingly well reproduces many features of the complex micro-
scopic model, at least in the low and intermediate voltage regimes, when
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Fig. 27. Two parameter bifurcation diagram for the front model. Dark region corresponds
to (Lh, rc) pairs with at least 10 different points of front collisions. Parameters: L = 1.0; for
rc < 1: ph = 0.06, pl = 0; for rc > 1: ph = 0, pl = 0.06. In the microscopic superlattice model,
Lh and rc correspond to U and σ , respectively (cf. Fig. 23).

no fronts reach the collector. We will now further simplify the front model
in this regime and will finally arrive at a tank model. Such models have
been extensively studied in computer science and applied mathematics,
since they describe the dynamic of production processes.(30,59) Typically
one obtains a “strange billiard” behavior,(60,61) which means that the sys-
tem evolves piecewise linearly, and only changes its direction at the bound-
ary of a specific domain. The advantage of such an approach is that these
type of models can often be treated analytically. As we will see, this sim-
plification allows us to relate the bifurcation scenario of the front system
to the bifurcations obtained in a simple low dimensional iterated map. In
the most simple nontrivial case this map will be only one-dimensional.

A connection between maps and single fronts has previously been
studied in the case of coupled map lattices(62) and for periodically driven
systems.(63) In contrast to those works, however, we are here concerned
with the use of maps for a system with interacting fronts.(57)

4.1. Derivation from the Front Model

Let us now derive the tank model from the front model in Sect-
tion 3.2. The idea is that instead of dealing with the position of accumu-
lation and depletion fronts, we restrict ourselves to the dynamics of the
high field domains, which appear between two fronts, or between the emit-
ter and the first depletion front. Technically it is again easier to start with
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the case pl =0, but we will see that in principle, the tank model even holds
for general pl .

4.1.1. The Case pl =0

We again assume rc < 1 and for the moment pl = 0. Our first task is
to derive a condition, for which no fronts will reach the collector. We con-
sider a situation where Nd =Na +1�n, at the point in time where a dipole
is injected at the emitter by the rules FII and FIII of the front model (see
Section 3.2). We then have a1 = 0, d1 = 0 and d2 �Lh by (24). From (40)
we see that va −vd �2/(2n−1) and therefore the time until a1 and d2 col-
lide will be tcollision � Lh(n − 1/2). On the other hand we have va < 4/3
and therefore the time until a1 reaches the collector is t transit

a > 3L/4. We
may then conclude that no fronts reach the collector if tcollision <t transit

a , or
equivalently

Lh

(
n− 1

2

)
<

3
4
L. (47)

For n=3 and pl =0, (47) states that for Lh <0.3L no fronts will reach
the collector, which is confirmed by our simulation of the front model
(Fig. 25). From now on we assume that (47) is fulfilled.

The essential step in the derivation of the tank model is that we now
choose the lengths of the high-field domains,

x1 = d1, (48)

xi = di −ai−1 for i =2 . . .Nd, (49)

as the new dynamical variables of the system (cf. Fig. 28). Here x1 is spe-
cial, since it is the high-field domain, which is connected to the emitter,
and is therefore only bounded by a depletion front. This is in contrast to
all other high field domains which are bounded by a depletion front from
above and an accumulation front from below. The introduction of the new
variable xi reduces the number of continuous system variables from 2n−1
to n. We hereby lose the information on the position of the high field
domain within the superlattice. But the absolute front positions do only
occur in the rules FV and FVI of the front model, and they will not apply,
since we assumed that no domains will reach the collector. If pl = 0, the
condition Na =Nd −1 is always fulfilled and we need to keep track of only
one discrete variable Nd . The global constraint (24) is translated to the
new variables by
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Fig. 28. High-field domain variables xi derived from front positions ai (white lines) and di

(black lines). The dark shaded areas denote the high field domains.

Lh =
Nd∑

i=1

xi. (50)

From the front velocities (40) we may obtain the shrinking and growing
velocities of the high-field domains by

ẋi =
{

vd = 2Nd−2
2Nd−1 if i =1,

vd −va =− 2
2Nd−1 else.

(51)

= −µ+λδi1, (52)

with

µ= 2
2Nd −1

, λ=Ndµ. (53)

The conditions for rule FII are expressed in terms of the new variables,
by requiring that Nd <n and x1 <ph. As usual FIII follows FII, and this
combination detaches a high field domain from the emitter and creates a
new one. The conditions for the collision rule FIV is rephrased by requir-
ing that one of the xi becomes zero.

We can then summarize this model by the following set of rules:
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TI The high-field lengths xi evolve according to (51) until one of the
following rules applies.

TII If Nd <n and x1 >ph then increase Nd by one, re-index xi →xi+1
for all i and set x1 =0.

TIII If xi′ =0 then decrease Nd by one, re-index xi+1 →xi for all i � i′.

In the following we will refer to the rules TI–TIII together with the ini-
tial condition (50) as the tank model. The reason for this name will become
obvious in Section 4.2. The tank model has n continuous dynamical variables
xi, i = 1 . . . n and one discrete dynamical variable Nd . Like the front model
(see Section 3.2) it is therefore a hybrid model. It furthermore depends on one
discrete parameter n, and the two continuous parameters ph and Lh.

4.1.2. The Case pl >0

The above derivation of the tank model was restricted to the special
case pl =0. This restriction is not necessary for the derivation of the tank
model, and we now show that for general pl the rules TI–TIII are still
valid without modification, although the condition (47) and the definition
of the time axis has to be adapted.

For pl >0 the front model rule FIII does not follow immediately FII,
but the injection of the depletion front is delayed, until a1 >pl is fulfilled.
During this time we have Na =Nd and hence va =vd =1, which means that
no collisions occur, and all front positions are just increased by pl . Equiv-
alently, instead of adding the constant pl to every front position, one can
also reduce the effective lattice length L by the amount pl each time a new
accumulation front is injected. During the transit of an accumulation front
to the emitter, this may happen at most L/(ph + pl) + 1 times, since two
accumulation fronts are at least separated by a distance pl +ph. Therefore
the condition (47) that no fronts reach the collector has to be modified for
the case pl �=0 to read

Lh

(
n− 1

2

)
<

3
4

(
L

ph

pl +ph

−pl

)
. (54)

Furthermore during the time between FII and FIII, all high-field
fronts are bounded by an accumulation and a depletion front and ẋi =
0 for all i. The net effect of a non vanishing pl is then to increase
the time variable by the amount pl , each time a high-field front is
disconnected from the emitter, but otherwise follow the rules TI–TIII.
This effect will obviously not influence the dynamic bifurcation scenario,
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and can be eliminated completely by a suitable redefinition of the time
axis.

4.2. Connection to Water Tanks

Let us now justify the use of the term tank model for the model
described by the rules TI–TIII, by showing that surprisingly the same set
of rules describes a completely different system. Consider a system of n

water tanks as in Fig. 29. Here a switching server fills one of the tanks with
a filling rate λ, and at the same time all Nd nonempty tanks drain at a rate
−µ. To keep the total amount of water at a constant value Lh, we require
λ=µNd . The server switches to one of the n−Nd empty tanks only under
the condition that the tank which it is currently filling has already reached
the minimum filling height ph. This model is equivalent to what we formu-
lated by the rules TI–TIII and the initial condition (50). The variables xi of
the high field domains are up to some trivial re-indexing the filling heights
of the water tanks. The high-field domain x1 at the emitter is interpreted
as the tank connected to the server, while the other nonempty tanks rep-
resent detached high field domains inside the superlattice. A switching of
the server corresponds to the detaching of the old high field domain at the
emitter, and the generation of a new one by TII. The rule that the server
should not switch if the currently filled tank has a filling height less than
ph, obviously agrees with the requirement of TII that a high field domain

λ

µ µ

1 n
p hxi

µ

2

Fig. 29. Scheme of an n-tank switched arrival system with minimal filling height ph. The
server filling rate is λ, the draining rate of all tanks is −µ.
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may only be detached from the emitter, if it has a certain minimal length
ph. The constant amount of water corresponds to the constant total length
of the high-field regime Lh.

Variants of such models are well studied in the context of production
processes.(59) For example, in(61) a model with a maximum filling height was
considered. In computer science similar models are relevant for the descrip-
tion of queuing systems,(64) where the server can, for example, represent a
CPU, and the tanks are the different tasks, which should be served by the
CPU. Even the requirement of a minimal filling height makes sense in this
context, since in a multitasking computer system, the switching of the task
involves a certain overhead, which forbids arbitrarily fast task switching.

4.3. The Poincaré Map

A natural way to proceed is to consider a suitable Poincaré section.
Since all tanks with the exception of tank #1, which is connected to the
server, are equivalent, we now adopt the sorting convention that xi >xi+1
for i �2. Thus the dynamics of the system is confined to an n−1 dimen-
sional simplex of the form:

An =



x ∈R
n|

n−i∑

j=1

xj =Lh ∧x1 �0∧x2 � · · ·�xn �0




 . (55)

As a suitable hyperplane for the Poincaré section we consider the n−
2 dimensional simplex

Bn ={x ∈An|x1 �ph ∧xn =0}, (56)

which precisely contains the set of points, for which the conditions of rule
TII are fulfilled. A sketch of An and Bn for the case n = 3 is shown in
Fig. 30.

Let us assume that at a certain time tm we have x(tm)∈Bn. We now
look for a Poincaré map

P n : Bn →Bn, x(tm) �→x(tm+1), (57)

which relates x(tm) to the point x(tm+1) of the next visit of the simplex Bn.
For n=2 the simplex B2 is reduced to a point B2 ={(Lh,0)}, which by P 2

is simply mapped onto itself. The dynamics is therefore trivially periodic.
In the following we assume n�3.
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x1

x2

x3

A3

B3

ph

Fig. 30. Sketch of the simplex A3 (55) and the Poincaré section B3 (56) for n=3.

The application of rule TII at tm triggers the generation of a new high
field domain at the emitter, or in the language of water tanks, the switch-
ing of the server to a new tank. This is achieved by a relabeling of the
tank indices such that old x1 is enqueued among the x2 . . . xn−1 and the
new x1 is set to zero. Explicitly we write

x(t+m) = MTIIx(tm), (58)

where t+m denotes the time just after the application of TII. The matrix
MTII takes care of the ordering of the filling heights and is given by

MTII =






δj0,j for j =1,
δi,j for 2� j <j0,
δi+1,j for j � j0

(59)

with xj0−1(tm)�x1(tm)�xj0(tm). (60)

In particular we note that

x1(t
+
m) = 0, (61)

xn(t
+
m) = min

(
xn−1(tm), x1(tm)

)
(62)
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and therefore x(t+m) /∈Bn. This guarantees that tm+1 >tm.
We first consider the case with (n − 1)xn(t

+
m) > ph, which by (62) is

equivalent to

(n−1)xn−1(tm)>ph. (63)

Then the tank #1 receives water from the n−1 other tanks, and will have
reached the filling height ph before tank #n is empty. Therefore the time
tm+1, at which x(t) visits Bn is given by

tm+1 = tm + xn(t
+
m)

µ
. (64)

For t ∈ [t+m , t−
m+1] there are no empty tanks, i.e Nd(t)=n, and we may write

explicitly

xi(tm+1)=






(n−1)xn(t
+
m) for i =1,

xi(t
+
m)−xn(t

+
m) for i =2 . . . n−1,

0 for i =n.
(65)

In the case that (63) is not fulfilled, the last tank is empty before the
first tank has reached its minimal switching height ph. The switching time
tm+1 is therefore determined by the condition x1(tm+1)=ph. For the con-
struction of the Poincaré map, we need to know the number of nonempty
tanks Ñd at the time t−

m+1 just before we visit Bn. A little thought shows
that this is given by

Ñd =Nd(t−
m+1) = max




k ∈N

∣∣∣∣
n∑

i=k+1

xi(t
+
m)+ (k −1)xk(t

+
m)>ph




 (66)

= max

{
k ∈N

∣∣∣∣
n−1∑

i=k

xi(tm)+ (k −1)xk−1(tm)>ph

}
. (67)

Using the definition

�xe =
ph −∑n−1

j=Ñd
xj (tm)

Ñd −1
, (68)
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we find

tm+1 = tm + �xe

µ
(69)

and finally

xi(tm+1)=






ph for i =1,
xi(t

+
m)−�xe for i =2 . . . Ñd ,

0 for i > Ñd .
(70)

Collecting the pieces together, (65), (70), and (58) define the Poincaré
map P n of (57) for general n. In the following we will explicitly examine
the case P 3.

In the limiting case of ph = 0 no tank has to wait for filling. We
obtain a switched arrival system(30) and the Poincaré map can be written
explicitly as

x(tm+1)=MTIIx(tm)+min [x1(tm), xn−1(tm)]





n−1
−1
...

−1



 . (71)

As shown in ref. 60 this system is chaotic for all n>2 and has a constant
invariant probability measure.

4.4. Bifurcation Analysis for n=3

In the case n=3, the Poincaré section B3 in (56) is one-dimensional,
and we have for x∈B3 the conditions x3 =0, x1 ∈ [ph,Lh] and x2 =Lh −x1
(cf. Fig. 30). Thus we may parametrize B3 by the coordinate x1, and the
Poincaré map is fully determined by a one-dimensional map

P 3 : [ph,Lh]→ [ph,Lh], x1(tm) �→x1(tm+1), (72)

which we will now determine explicitly.
Following (58) we find:

x1(t
+
m) = 0, (73)

x2(t
+
m) = max [x1(tm), x2(tm)]=max [x1(tm),Lh −x1(tm)] , (74)

x3(t
+
m) = min [x1(tm),Lh −x1(tm)] , (75)
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Lh

Lhx1(tm)

ph

ph

x 1
(t

m
+

1)
 

1 3

x1

1

2

3

P3
(x

1)

y =x 
Lh = 3.0
Lh = 2.3
Lh = 1.6

2

(a) (b)

Fig. 31. (a) Schematic graph of the one-dimensional Poincaré map P 3 for the n = 3 tank
model according to Eq. (79). In the shaded region the map is not defined. (b) Graph of P 3

for ph =1 and various values of Lh.

and condition (63) can be written as

2 (Lh −x1(tm))>ph. (76)

In the case that (76) is fulfilled we have from (65)

x1(tm+1)=2 min [x1(tm),Lh −x1(tm)] (77)

and otherwise x1(tm+1)=ph.
Thus we may summarize the resulting Poincaré map in the case n=3

by

P 3 : [ph,Lh] → [ph,Lh] (78)

P 3(x1) =






2x1 for x1 ∈ [ph,
1
2Lh

)

2Lh −2x1 for x1 ∈ [ 1
2Lh,Lh − 1

2ph

)

ph for x1 ∈ [Lh − 1
2ph,Lh

] (79)

= max {(Lh −|Lh −2x1|) ,ph} . (80)

The graph of this map is schematically drawn in Fig. 31(a) and for various
values of Lh in Fig. 31(b).

The dynamics of the iterated map (79) depends on the two positive6

parameters ph and Lh. The numerically calculated bifurcation diagram of
P 3(x1) for fixed ph and increasing Lh is shown in Fig. 32. We see that we
recover a bifurcation structure which is very similar to the front model at
low Lh (cf. Fig. 25). At any point with the same Lh/ph both bifurcation

6Similar maps with negative ph have been considered in ref. 65.
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1 3 5

Lh

1

2

3

4
x 1

(P3)(i)

Lh

Lh -1/2

2 4

Fig. 32. Bifurcation diagram of the Poincaré map P 3 according to (79) for fixed ph =1 and
varying Lh. Starting from a random x0

1 ∈ [ph,Lh] we calculate at each Lh the ith iteration
xi

1 =P 3(xi−1
1 ). The plotted points are x200

1 . . . x300
1 . The dashed and dash-dotted lines denote

the left and right boundaries of the flat region of P 3, respectively.

diagrams show the same periodicity. This is not surprising, since the only
necessary condition in the derivation of the tank model was that no fronts
should reach the collector (see (47)). The nature of the bifurcations was
not affected. However, the meaning of the variables has changed. While in
Fig. 25 the positions of the collisions is plotted, Fig. 32 shows the size of
the high field domain, when it is detached from the emitter. The informa-
tion about the position of the collisions was lost in the derivation of the
tank model, when the number of system variables was reduced from 2n−1
to n.

4.4.1. Connection with the Flat-Topped Map

One-dimensional iterated maps are usually defined on the unit inter-
val [0,1]. This requirement may be met by an expansion of the domain of
P 3 to [0,Lh] followed by a rescaling off all lengths in units of Lh:

P 3(x1) = LhP̂
3
(ph/Lh)

(
x1

Lh

)
, (81)
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P̂ 3
z (x) =






2x for x ∈ [0, 1
2

)
,

2−2x for x ∈ [ 1
2 ,1− 1

2z
)
,

z for x ∈ [1− 1
2z,1

]
.

(82)

The flat segment of the map P̂ 3
z (x) is located at the right edge of its

domain in the interval IP
z = [1− z/2,1] (cf. Fig. 33(a)). In the mathemati-

cal and physical literature, however, a slightly different class of flat-topped
or trapezoidal maps of the form (see Fig. 33(b))

fλ(x)=min [1−|2x −1| , λ] for λ∈ [0,1] (83)

has been studied extensively.(66–68) The bifurcation diagram for this map is
shown in Fig. 34(a). Here the flat segment is at the maximum of the map
in the interval

I
f
λ = [λ/2,1−λ/2]=

[
1
2

− 1−λ

2
,

1
2

+ 1−λ

2

]
. (84)

The boundaries of I
f
λ are indicated by dashed lines in Fig. 34(a).

We observe that by choosing

λ=1− z

2
=1− ph

2Lh

(85)

the flat segment of fh is exactly the preimage of the flat segment of P̂ 3
z , i.e.

I
f
λ =

(
P̂ 3

z

)−1 (
IP
z

)
. (86)

x
0

1

0

λ

If
λ

0

1

0

z

I
P
z

P̂
3 z
(x

)

f
(x

)

(a) (b)

x
1 1

λ

Fig. 33. Graphs of (a) P̂ 3
z according to Eq. (82) and (b) fλ(x) according to Eq. (83).
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Fig. 34. Bifurcation diagrams of the flat topped map fλ(x) [cf. Eq. (83) and Fig. 33(b)].
The dashed and dash-dotted lines show the left and right boundaries of I

f
λ (84). Note that

the left and right panels only differ in the axes scaling.

Consider now the two trajectories x1, x2, x3, . . . and y1, y2, y3, . . . of some
initial point x0 = y0 /∈ IP

z , with xi = P̂ 3
z (xi−1) and yi =fλ(y

i−1). Let m be
the first index, such that xm ∈ IP

z . From (86) we conclude that the first
index n for which xn ∈I

f
λ , is given by n=m−1. Therefore the two trajecto-

ries yi and xi are identical for i <m. Since ym−1 ∈ I
f
λ we have ym =λ and,

using (85) we find ym+1 =2−2λ= z=xm+1. This means that the trajecto-
ries x1, x2, x3, . . . and y1, y2, y3, . . . only differ at indices m with xm ∈ IP

z ,
where we have ym = λ. Apart from this difference, all other properties of
the two trajectories such as periodicity or stability are identical. Hence we
may restrict ourselves to the consideration of the unimodal map fλ, which
completely reproduces the bifurcation scenario of P 3.

This equivalence can also be seen directly from the bifurcation dia-
gram of P 3 in Fig. 32. For any Lh there is only one point in the inter-
val between the dashed and the dash-dotted line. If we map this point to
the dash-dotted line, we obtain exactly the appropriately scaled bifurcation
diagram of fλ in Fig. 34(b).

4.4.2. The Tent Map Case λ=1

For λ= 1 (i.e. Lh →∞ according to Eq. (85)), the function f1(x) in
Eq. (82) reduces to the well known tent map

f1(x)=1−|2x −1| . (87)

The tent map is an archetype of a chaotic map(69) that can be treated
analytically. The results for this special case turn out to be useful in the
discussion of the more complicated case λ<1 (see Section 4.4.3).
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The kth iterate of f1, which we denote by f
(k)

1 has 2k branches and
is given by

f
(k)

1 (x)=1−2k

∣∣∣∣x − 2l +1
2k

∣∣∣∣ for x ∈
[

l

2k−1
,
l +1
2k−1

]
, l =0 . . .2k−1 −1. (88)

The fixed points of f
(k)

1 , which are the points of period k, are explicitly
given by

p
(k)
l = 2l

2k −1

n
(k)
l = 2l +2

2k +1

for l =0 . . .2k−1 −1. (89)

The slopes of f
(k)

1 (x) at the fixed points are given by ∂xf
(k)

1 (p(k))=2k and
∂xf

(k)

1 (n(k))=−2k. Thus all fixed points are unstable, which means that the
tent map f1 has no stable periodic orbits. The dynamics is chaotic(70) and
has a constant invariant measure.7 Furthermore it follows that

f
(k)

1 (x)>x for x ∈ [p(k)
l , n

(k)
l ], l =0 . . .2k−1 −1. (90)

In Fig. 35 the iterates f
(k)

1 , and the fixed points p
(4)
l and n

(4)
l for k=4 are

depicted.
It is worthwhile to note that the fixed points x

(k)
l follow a remark-

able pattern, when written in binary notation. The variable l in (89) can
be written as a binary number l = %Q, where Q is a string consisting of
k −1 letters of 0 or 1 (we fill up with leading 0s as necessary) and the %
indicates a binary number. We denote by Q̃ the bitwise inverse of Q (i.e.
%Q̃=2k −%Q). A few lines of algebra show that the fixed points in (89)
are given in the binary number base by

p
(k)
l =pk

Q =%0.Q0Q0Q0Q0Q. . .

n
(k)
l =nk

Q =%0.Q1Q̃0Q1Q̃0Q. . .
for l =%Q=0 . . .2k−1 −1. (91)

7Formally, there are infinitely many fixed points of the Perron Frobenius operator for f1, but
only the constant measure is natural, in the sense that it is stable against fluctuations (see
Exercise 7.5 in ref. 69).
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0 0.2 0.4 0.6 0.8 1
x

0

0.2

0.4
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f 0(k
) (x

)

k = 4
k = 2
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p

(4)
l

n
(4)
l

Fig. 35. Iterations of the tent mapf
(k)

0 for various k according to Eq. (88), and fixed points

p
(k)

1 and n
(k)

1 according to Eq. (89).

The appearance of the patterns in (91) is also directly explained by
considering the tent map (87) in binary notation,(69)

f1(%0.X)=
{

%0.Y for X =0Y ,
%0.Ỹ for X =1Y .

(92)

For f
(k)

1 we then find

f
(k)

1 (%0.X)=
{

%0.Y for X =Q0Y

%0.Ỹ for X =Q1Y .
for %Q=0 . . .2k−1 −1 (93)

and requiring X=Y or X= Ỹ yields directly the patterns for pk
Q or nk

Q of
Eq. (89), respectively.

4.4.3. The Case λ<1

In order to finally explain the bifurcation scenarios in Fig. 32, we
now want to characterize the stable periodic trajectories of fλ. In the fol-
lowing we will discuss the trajectory of x0

λ =1/2 given by
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x1
λ, x2

λ, x3
λ, . . . with xk

λ =fλ

(
xk−1
λ

)
and x1

λ =fλ

(
1
2

)
. (94)

From (84) we see that x0
λ = 1/2 ∈ I

f
λ and thus x1

λ =λ. Let k = k(λ) be the
first index with xk

λ ∈ I
f
λ and let us assume that8 k <∞. Then xk+1

λ =λ and
the trajectory (94) has period k(λ). Since ∂xf (xk)=0 we find

∂f
(k)
λ (xi

λ)

∂x
=

i+k−1∏

j=i

∂fλ(x
j
λ)

∂x
=0 for i �k (95)

and the trajectory x1
λ, . . . , xk

λ is a stable period k(λ) orbit.
We now want to determine the function k(λ). This can in principle

be done, by considering the iterates f
(j)
λ , but this approach is analytically

quite involved. Instead, we make use of the known iterates f
(j)

1 of the tent
map (see Eq. (88)). Since fλ differs from the tent map f1 only in the inter-
val I

f
λ , and xi

λ /∈ I
f
λ for 1<i <k, we may write

xi
λ =f

(i−1)

1 (λ), for 1<i �k. (96)

The condition xk
λ ∈I

f
λ for a stable period k orbit, can then be rephrased in

term of the tent map as f1(x
k
λ)�fλ(x

k
λ)=λ. Formally we may thus express

k(λ) as

k(λ)=min
{
i ∈N

∣∣∣f (i)

1 (λ)�λ
}

. (97)

This formula allows for a simple “graphical” interpretation with the help
of Fig. 35. To find k(λ), choose the point (λ, λ) on the diagonal, and find
the smallest k, such that f

(k)

1 is above the diagonal. In this way, we may
for instance find k(λ)=4 for λ∈ [p(4)

6 , n
(4)

6 ]. In the following we will show
that all intervals with fixed k are of this form.

Let us now consider the trajectories of xi
λ under variation of λ.

Applying the chain rule to (96) yields

∂xi
λ

∂λ
=a(−1)NR(i) 2[(i−1) mod k], (98)

8It was shown in ref. 66 that the set {λ|k(λ)→∞} has Lebesgue measure zero.



1128 Amann and Schöll

where

NR(i)=a

∣∣∣∣

{
j

∣∣∣xj
λ >

1
2

∧1� j � [(i −1) mod k]
}∣∣∣∣ (99)

and | · | denotes the cardinal number. Here NR counts the number of minus
signs that are picked up by visiting the negative slope region of f1. The
bifurcation parameter λ only enters implicitly in the right-hand side of
Eq. (98) via k(λ). Let us for example consider a λ range, for which a
minimal k0 exists, such that k0 � k(λ). Then we have xi

λ /∈ I
f
λ for i < k0,

and NR(i) in (99) will be constant across the considered λ range. Thus xi
λ

for i � k0 will depend linearly on λ by Eq. (98). This naturally explains
the appearance of the straight lines in Fig. 34(a) even across complicated
bifurcations. These straight lines are preserved under the axis transforma-
tion leading to Fig. 34(b). We can now also explain the appearance of the
cobweb structures, for instance at λc =5/6 [cf. 1/z=3 in Fig. 34(b)]. This
yields a trajectory with xi

λ = 2/3 for i ≥ 2. Thus k(λc) formally diverges,
and we can find intervals around λc with arbitrary high k0. Therefore the
points xk

λ for 2�k �k0 will converge in straight lines to xk
λ →2/3 for λ→

λc. This explains the typical cobweb structure, where bundles of straight
lines appear to converge in a single point.

Due to (98), the point xk
λ ∈ I

f
λ has the largest absolute slope with

respect to λ of all points in the trajectory x0
λ, . . . , xk

λ. Bifurcations, i.e. a
change in k(λ), will only appear, if either with increasing λ the point xk

λ

leaves I
f
λ , or another point xi

λ with i <k enters I
f
λ . This latter case is not

independent from the first one, since for any λ, there cannot exist simul-
taneously two distinct points xi

λ, x
k
λ in I

f
λ . Since xk

λ moves continuously, it
must leave I

f
λ as xi

λ enters it. With the help of (97) and (90) we infer that
the bifurcation points are fixed points of f

(k)

1 , and that the intervals with
constant k(λ) are of the form (see (91))

I k
Q =

[
pk

Q,nk
Q

]
(100)

with a suitable binary string Q of length k − 1. Suitable in this context
means that

f
(i)

1 (λ)�λ for all λ∈ I k
Q and i <k. (101)

The question is now, how to construct those suitable Q. The following
construction is essentially analogous to the classical construction of the
universal U-sequences(71) and will finally result in Table II, where all Qs
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Table II. Intervals with Constant Period up to Period 7 (with the Exception

of the Period 8 Pattern in Line 4)

Number k Q pk
Q nk

Q Itinerary

1 1 Empty 0 0.10 Empty
2 2 1 0.10 0.1100 R

3 4 110 0.1100 0.11010010 RLR

4 8 1101001 0.11010010 0.1101001100101100 RLR3LR

5 6 11010 0.110100 0.110101001010 RLR3

6 7 110101 0.1101010 0.11010110010100 RLR4

7 5 1101 0.11010 0.1101100100 RLR2

8 7 110110 0.1101100 0.11011010010010 RLR2LR

9 3 11 0.110 0.111000 RL

10 6 11100 0.111000 0.111001000110 RL2RL

11 7 111001 0.1110010 0.11100110001100 RL2RLR

12 5 1110 0.11100 0.1110100010 RL2R

13 7 111010 0.1110100 0.11101010001010 RL2R3

14 6 11101 0.111010 0.111011000100 RL2R2

15 7 111011 0.1110110 0.11101110001000 RL2R2L

16 4 111 0.1110 0.11110000 RL2

17 7 111100 0.1111000 0.11110010000110 RL3RL

18 6 11110 0.111100 0.111101000010 RL3R

19 7 111101 0.1111010 0.11110110000100 RL3R2

20 5 1111 0.11110 0.1111100000 RL3

21 7 111110 0.1111100 0.11111010000010 RL4R

22 6 11111 0.111110 0.111111000000 RL4

23 7 111111 0.1111110 0.11111110000000 RL5

up to period 7 are listed. Here we have the advantage that in our case all
intervals can be calculated explicitly, and we can avoid symbolic dynamics
in the derivation, but in hindsight we see that symbolic arguments yield
essentially the same results. We stress that the U-sequence is different from
the well known Sarkovskii ordering,(70,72) since the latter is only a state-
ment about the existence of periods, and not about their stability. The U-
sequence however predicts the exact sequence of all stable periods, as one
bifurcation parameter is changed.

4.4.4. Elementary Intervals

The most elementary strings Q, which fulfill the condition (101) are
simply of the form



1130 Amann and Schöll

Qk =1 . . .1︸ ︷︷ ︸
k−1

=1k−1, (102)

where we have used a convenient exponential notation ab, i.e. a b-fold rep-
etition of the letter a. Then we have from (100),

I k
Qk = [%0.1k−101k−10 . . . ,%0.1k0k1k0k . . . ], (103)

which means that any λ∈ I k
Qk is of the form λ=%0.1k−1X with %0.X̃�λ.

Consequently, by

f
(i)

1 (λ)=0.0k−i−1X̃ �λ for 1� i <k, (104)

condition (101) is fulfilled. On the other hand f k
1 (λ) � λ by construction

(cf. (90)) and thus for λ∈I k
Qk , we have indeed a stable period k orbit. This

construction yields the rows #1, 2, 9, 16, 20, 22, 23 of Table II.

4.4.5. Period Doubling Cascade

The next basic bifurcation scenario is the period doubling of any
given suitable pattern Q1. Assume that Q1 fulfills (101) and consider the
interval I 2k

Q2
with Q2 being the harmonic extension of Q1 defined by

Q2 =H(Q1)=Q11Q̃1. (105)

Then the boundaries of I 2k
Q2

are of the form

p2k
Q2

= %0.Q20Q20Q20 . . .=%0.Q11Q̃10Q11Q̃10Q11Q̃10=nk
Q1

, (106)

n2k
Q2

= %0.Q21Q̃20Q21Q̃20 . . .=%0.Q11Q̃11Q̃10Q10Q11Q̃11Q̃10Q10 . . .

(107)

The interval I 2k
Q2

therefore connects consecutively to I k
Q1

from the right,
with only the boundary point in common.

We now want to show that I 2k
Q2

fulfills the condition (101). Assume
that Q2 would not fulfill (101), i.e. we can find a λ∈ I 2k

Q2
and i <2k, such

that f
(i)

1 (λi)>λi . Since f
(i)

1 (nk
Q1

)�nk
Q1

we find by continuity λ0 ∈I k
Q1

with
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f
(i)

1 (λf )=λf . This λf is then also a fixed point of f
(2i)

1 , f
(3i)

1 , . . . . In par-
ticular, we may choose j =mi, such that k � j <2k, and will find a

λj ∈ I k
Q1

with f
(j)

1 (λj )>λj and k � j <2k. (108)

Since

f
(k)

1 (p2k
Q2

) = nk
Q1

∈ I k
Q1

, (109)

f
(k)

1 (n2k
Q2

) = %0.Q10Q11Q̃1 . . .∈ I k
Q1

(110)

we have

f
(k)

1 (I 2k
Q2

)⊂ I k
Q1

(111)

and in particular f (k)(λj )∈ I k
Q1

. By (108) we infer that f (j−k)(f (k)(λj ))>

nk
Q1

, but this is not possible, since it would contradict the assumption that
Q1 fulfills the condition (101). Thus Q2 must also fulfill the condition
(101), and I 2k

Q2
is a suitable interval. This argument can be repeated for

Q3 =H(Q2), etc. leading to a classical period doubling cascade.
We can now apply the period doubling construction to all patterns Qk

found in Section 4.4.4. This yields the lines #2, 3, 4, 10 of Table II.
The first period doubling starting with the empty string Q1 =Q1 was

also studied by different methods in Ref. 68. It was found that the Feigen-
baum parameter δ, which is the ratio of two subsequent intervals in the
period doubling cascade is not constant but scales as

δ(k)=2k. (112)

Since k itself obviously doubles at every period doubling, this yields an
exponentially fast convergence of the sequence of bifurcation points.

4.4.6. Intermediate Intervals

We now want to recursively construct the remaining Qs of Table II.
Assume that we are given an ordered list of all intervals I

ki

Qi
up to a cer-

tain period kmax and let QA and QB be two strings characterizing two
neighboring intervals I

kA

QA
and I

kB

QB
with n

kA

QA
< p

kB

QB
(which implies that
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QB �= H(QA)). Let us then consider the following common substring Q,
given by

n
kA

QA
= %0.Q0XA, (113)

p
kB

QB
= %0.Q1XB. (114)

We then see immediately that pk
Q < p

kB

QB
and nk

Q > n
kA

QA
. Thus the inter-

val I k
Q is between the intervals I

kA

QA
and I

kB

QB
, but since we assumed that

we had started with a complete list up to period kmax, it follows that k >

kmax, and Q is a suitable string in the sense of (101). Applying this con-
struction repeatedly to all pairs of neighboring intervals, we can construct
new lists with larger and larger kmax. This finally yields all remaining lines
in Table II. With this construction we have thus explicitly calculated the
bifurcation points of the map fλ, and at the same time solved the origi-
nal bifurcation problem of P 3. We know now the exact sequence of peri-
odic orbits as λ, or in the case of P 3, the parameter Lh increases. Up to
about period seven this sequence can be readily confirmed by the micro-
scopic model (cf. Fig. 21).

4.4.7. Symbolic Dynamics

At this point we are able to tie up the present study with the subject
of symbolic dynamics, which since the classical work of Metropolis, Stein
and Stein(71) has developed into a powerful tool in the study of universal
features in nonlinear systems.(69,66,73)

Let us consider the trajectory xi
λ of the tent map and write a string,

Mλ =X1X2X3 . . . with letters

Xi =
{

L for xi <1/2,
R for xi �1/2.

(115)

Instead of dealing with the explicit binary representation of λ, one can
now use the itinerary Mλ instead, since it can be shown that there exists
a one to one correspondence between the two representations.(69) The
advantage of the itinerary approach is that it is applicable to a large class
of one dimensional maps, although the construction of Table II is less
explicit and intuitive.(71) Comparing the itineraries in Table II with the
Table in the appendix of ref. 71, however, shows that both approaches are
indeed equivalent.
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Fig. 36. Bifurcation diagram as in Fig. 32, but for the map (79) with a flat region modified
by a finite slope m=0.001 (cf. Fig. 33).

4.4.8. Chaoticity

The maps P 3 and fλ we have considered in the previous sections
show rich bifurcation scenarios, with infinitely long periods, which we can
now explain sufficiently well by means of the U-sequences. Nevertheless
they are not truly chaotic. The reason is obviously the flat segment, which
will eventually be reached by the trajectory, and will render any orbit sta-
ble. Such flat segments are, however, not physical, since they would cor-
respond to an exact projection of a continuous set of phase points onto
one single phase point. Since in the derivation of the tank model, a num-
ber of approximations were made, it is more likely that the flat segment
is not exactly flat, but has at least a tiny slope 0 < m � 1. Since this
finite slope increases in the iterated map as 2km, it will destabilize periodic
orbits of period k(λ)> log(1/m) and result in chaotic behavior. As shown
in Fig. 36, this leads to continuous bands similar to the ones observed in
the microscopic model (cf. Fig. 21).

5. CONCLUSION

We have studied a system consisting of interacting moving fronts,
which is derived from the microscopic description of a semiconductor su-
perlattice. One reason for this interest in superlattices can be attributed to
the expected technological applicability, for instance in Terahertz electron-
ics, but from a more fundamental point of view, the significance of the su-
perlattice as a nonlinear model system, is equally important.
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We have based our analysis on a semiclassical sequential tunneling
model for the electrons, which is motivated by quantum mechanical con-
siderations. The resulting nonlinear transport equations give rise to the
formation of electron accumulation and depletion fronts, which form the
boundaries between high- and low-field domains. It is thus natural to look
for a description of the superlattice dynamics in terms of fronts. Such a
front model provides a new hierarchical level on top of the semiclassical
model.

We have studied the propagation, generation and annihilation of sin-
gle fronts in detail. It was found in Section 2 that the front velocities are
determined by the overall current density, while the generation of fronts
at the emitter is governed by the nature of the emitter contact, character-
ized by the contact conductivity σ . Fronts disappear from the system, as
they either reach the collector, or collide with a front of opposite polarity.
It is this latter possibility of front annihilation that allows for particularly
interesting scenarios, such as chaotic behavior under fixed external voltage
conditions.

We have demonstrated in Section 3 that large parts of the bifurcation
scenarios of the microscopic model can be reproduced by a model which
uses the front positions as the dynamical variables. This front model has a
very generic structure, and it may be relevant for other systems with front
dynamics under global constraints as well.

As shown in Section 4, a further simplification of the front model
applies if the fronts do not reach the collector. In this case the front model
maps to a tank model, which describes the filling heights of a number
of water tanks. The tanks are filled and drained by a given set of rules.
Similar models are obtained generically in various areas of science and
engineering, for instance in the context of production processes. The tank
model can be described analytically in terms of iterated maps. In Section 4
we have explicitly constructed the maps for the first nontrivial case n =
3, and derived explicitly the universal U-sequence for the stable periods.
The same U-sequence appears in a large class of one-dimensional iterated
maps. This finally explains the peculiar bifurcation scenario observed in
the microscopic model.
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69. P. Cvitanović, R. Artuso, R. Mainieri, G. Tanner, and G. Vattay, Chaos: Classical and
Quantum (Niels Bohr Institute, Copenhagen, www.nbi.dk/ChaosBook/, 2003).

70. T.-Y. Li and J. A. Yorke, Period three implies chaos, Am. Math. Monthly 82:985 (1975).
71. N. Metropolis, M. L. Stein, and P. R. Stein, On finite limit sets for transformations of

the unit interval, J. Comb. Theo. 15:25 (1973).
72. A. N. Sarkovskii, Co-existence of cycles of a continuous mapping of a line onto itself,

Ukr. Math. Z. 16:61 (1964).
73. R. Badii, E. Brun, M. Finardi, L. Flepp, R. Holzner, J. Parisi, C. Reyl, and J. Simonet,

Progress in the analysis of experimental chaos through periodic orbits, Rev. Mod. Phys.
66:1389 (1994).


